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F. Gori 
Fisica Tecnica, 

Dipartimento di Energetica dell'Universita, 
50139 Firenze, Italy 

Introduction 

Is Laminar Flow in a Cylindrical 
Container With a Rotating Cover a 
Batchelor or Stewartson-Type 
Solution? 

Bertela and Gori (1982) have solved the flow of an incom­
pressible viscous fluid inside a cylindrical container with a 
rotating cover. Some results are here reviewed in order to 
detect whether they exhibit any similarity to the so called 
Batchelor or Stewartson-type solutions for two infinite coaxial 
disks. 

In connections with this geometry, Nguyen et al. (1975) 
numerically found that both types of solutions are possible 
but, using finite disks with low aspect ratio, they experimen­
tally measured the unique Batchelor-type solution. 

Hoodniok et al. (1977) have discovered the existence of 
multiple solutions for high enough Reynolds number when 
both disks are rotating. 

Recently, Dijkstra and van Heijst (1983) and Szeri et al. 
(1983) have found experimentally a Batchelor-type solution 
for a disk rotating in an enclosed cylindrical system with very 
low aspect ratios and high Reynolds numbers. 

Considerations 

The dimensionless radial, tangential and axial components 
of the local velocity are, respectively, u, v, w with 
u = u*/Q*R*, v=v*/Q*R\ w=w*/Q*R*. The variables with 
the star are the dimensional ones. 

The chamber aspect ratio is \ = d*/R*, the rotational 
Reynolds number is Re = Q*R*2/v, where d* and R* are the 
height and the radius of the container and Q* is the angular 
speed of the rotating cover. 

Ekman number is given by Ek = v/Q*d*2 so that the follow­
ing relation holds, Ek~'=Re»X2 . The dimensionless coor­
dinates z and r are defined, respectively, as z = z*/d* and 
r = r*/R*., where z* and r* are, respectively, the axial and 
radial distances from the middle of the rotating disk. 

The numerical results of u/r, v/r in the closed container, 
Bertela and Gori (1982), are reported for r = 0.475 and r = 0.5, 
respectively in Figs. 1-2 and 3-4. All the solutions are plotted 
for convenience versus the z coordinate. 

The v/r profiles of Fig. 1 shows the tendency to assume a 
Stewartson structure with increasing X. The tangential velocity 
on the bottom disk decreases for containers with higher X and 
when X = 2 almost one fourth of the fluid is stagnant. A 
similar trend is evident from Fig. 2 where the solutions are 
relative to a higher Re number. 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division April 3, 1984. 
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The velocity profiles of Fig. 1 are hence compared to those 
of Fig. 2 for the same X. It is evident that an increase of Re 
modifies the solutions toward the Batchelor-type with the for­
mation and intensification of the rotational boundary layer on 
the bottom disk. Externally to this, the angular speed is quasi 
constant. 

To summarize what has been observed, the two figures seem 
to affirm that if in a closed container only Re is increased the 
solutions tend toward the Batchelor-type. Conversely if X is in­
creased the solutions tend to assume the Stewartson-type 
structure. 

Figures 3-4 report the radial velocity profiles, u/r, for 
Re= 100 and 1000, respectively. The solutions of Fig. 3 show 
that, with increasing X, the radial velocity on the bottom disk 
is decreasing and for X = 2 one fourth of the fluid is almost 
stagnant. A similar decrease is evident from Fig. 4 also if the 
radial velocity is not zero because of the higher Re. 

The solutions for the vessel are now compared to those ob­
tained between two infinite disks in order to point out the in­
fluence of the side wall. 
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The velocity profiles between two infinite disks are con­
sidered corresponding to those in the vessel when they have the 
same Ek number. In some cases these equalities are only ap­
proximate; for instance, Lance and Rogers (1962) give solu­
tions for E k " ' =441 and 225 while those of Bertela and Gori 
(1982) are for E k " ' =400 and 250. These differences are not 
considered relevant to make the deductions questionable. The 
two-disk solutions for Ek ~' = 4000 are not available in the 
literature. 

Figure 1 shows a very good agreement between the solutions 
for Ek ~' = 25. If Ek ~' is increased the disagreement becomes 
more apparent. The two-disk solutions for E k " ' = 4 4 1 tend 
clearly toward the Batchelor-type configuration, differently 
from what happens in the container, whose profile has the 
Stewartson structure. Figure 2 presents a good agreement 
between the solutions for E k ~ ' =225. With increasing E k

_ 1 , 
again the disagreement is more evident. The solutions for two 
disks are stable, of the Batchelor-type for the increasing Ek ~' 
while for the closed container they tend to the Stewartson-type 
configuration for the higher X. 

No further comments are necessary to compare u/r graphs 
for two disks to the corresponding vessel solutions (Figs. 3-4). 

The observation of the tangential velocity profiles for two 
disks (Figs. 1-2) is given according to the sequence: Ek ~~' = 25; 
100; 225; 441; 1000. It is clear the evolution toward the 
Batchelor-type configuration and it occurs whether the in­
crease of Ek ~' is obtained from that of fi or d. 

In the case of the vessel solutions, the presence of the side 
wall, which introduces a new geometrical parameter, drasti­
cally modifies this conclusion. Either Batchelor or Stewartson-
type profiles occur for a container with a given radius if either 
fi or d are respectively increased. 

Conclusion 

The discussed numerical results seem to support the follow­
ing statement: for a cylindrical container with a fixed radius 
the Batchelor-type solution occurs when the angular speed of 
the rotating disk is high enough; the Stewartson mode is found 
for a large enough distance between the top and bottom disks. 
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Fig. 3 Radial velocities versus the z coordinate 

Radial velocities versus the z coordinate 

Comparisons between cylindrical vessel and two-infinite-
disk solutions show that the increase of d accentuates their 
trends (toward Stewartson and Batchelor, respectively). Con­
versely, the increase of 0 determines that both the solutions 
evolve towards the Batchelor shape. 

When 0 and d are small the two solutions are in very good 
agreement, particularly inside the central part of the fluid, and 
the role played by the shroud seems to be insignificant. For 
sufficiently high values of both 0 and d the side wall of the 
container becomes important and generates remarkable dif­
ferences in the velocity distributions for the two systems. 
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Calculation of the Aerodynamic 
Forces on Automotive Lifting 
Surfaces 
A numerical technique was developed to investigate the performance of automotive 
lifting surfaces in close proximity to ground. The model is based on the Vortex Lat­
tice Method and includes freely-deforming wake elements. The ground effect was 
simulated by reflection and both steady and unsteady pressures and loads on various 
wing planforms were considered. Calculated results are presented for wings having 
both positive and negative incidences, with and without ground effect. Also the 
transient lift of a wing in a plunging motion was analyzed in ground proximity and 
at a negative angle of attack. Finally the periodic lift fluctuations on the front 
winglet of a racing car, due to its suspension oscillations, were calculated and found 
to exceed approximately twice the steady-state value. 

Introduction 

One of the major limitations on the performance of high­
speed ground vehicles, such as racing cars, is the slip limit of 
their tires. Both the lateral and longitudinal traction of these 
tires is a direct function of the normal load applied on the ax­
les of the vehicle. An increase in the normal downforce on 
these vehicles by aerodynamic means will directly improve 
their high-speed turning rates and acceleration [1, 2], without 
the penalty of excessive weight. An effective method for ob­
taining such aerodynamic forces is by integrating surfaces into 
the vehicle's body design (as shown by Fig. 1(a)). Analytical 
prediction of the aerodynamic forces on these lifting surfaces, 
however, differs slightly from the classical problem [3] of an 
aircraft wing flying near the ground. Consequently, not all the 
aspects of this aerodynamic phenomenon have been in­
vestigated. As an example, the winglets used on racing cars 
have a negative incidence, which under some conditions, in­
creases the ground effect. They also oscillate in a heaving mo­
tion with the car, due to the relative motion of the suspension 
and due to the changing road conditions, and therefore the 
estimation of transient aerodynamic response is essential for 
the structural design. 

In the current study, an unsteady lifting surface model is 
proposed for the investigation of the aerodynamic forces 
acting on a three dimensional thin wing moving in ground pro­
ximity. With this model the effects of the wing aspect ratio, 
ground clearance and transient response are investigated. Fur­
thermore, the model does not require linearized boundary 
conditions. Also vortex wake deformations and arbitrary 
three-dimensional motions of the airfoil can be included. 

The Mathematical Model 
Consider the lifting surface of Fig. 1(b) moving through a 

continuous fluid with a velocity U(t). The wing is represented 
by a three-dimensional surface and can have different 
geometries including camber, taper, forward or aft sweep and 
ground proximity. It is assumed that the fluid is incompressi­
ble, irrotational and homogeneous over the entire flow-field, 
excluding the wing and its wakes. Since the typical Reynolds 
Number of high-speed road vehicles is on the order of 106 

the boundary layers are thin and the above assumptions are 
valid (excluding flow separations on the lifting surface). In-

Free vortex elements 

•Current address: NASA Ames 247-1, Moffett Field CA. 
Contributed by the Fluids Engineering Division for publication in the JOUR­

NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, May 4, 1984. 

Fig. 1 Typical racing car configuration with front and rear winglets (a), 
and the vortex lattice model for the front lifting surface (b) 
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teractions with the car body and wheels are not included in the 
current work. Future investigation of some of these problems, 
involving attached flow fields, is possible with the following 
model. Some of the more complex interactions, however, re­
quires the modeling of separated flows (e.g., the wheel wake) 
and therefore can not be predicted by this method. Conse­
quently, a simple geometry was used here to demonstrate the 
computational capability of the method. This capability is 
assumed to be sufficient to capture the potential ground ef­
fect, which is the dominant term in calculating the 
aerodynamic forces acting on the front winglet of current rac­
ing cars [4]. As a result of the above assumptions a velocity 
potential $ can be defined and the following model [5] (equa­
tions (1) to (6)) is derived. 

The continuity equation becomes: 

V 2 * = 0 (1) 
with the boundary condition (2) derived in a wing-fixed frame 
of reference, requiring zero normal velocity, relative to the 
wing's surface 

y<S>.n=Vf-n (2) 

where n is a vector, normal to the wing surface and Vf(t) is the 
time dependent local boundary surface velocity. This potential 
version of the continuity equation (1) does not have any 
derivative with respect to time, since the fluid is incompressi­
ble. The unsteady effects, therefore, will be introduced 
through the time dependent boundary condition (2). This 
unsteady formulation effectively transforms the elliptic 
problem of equation (1) into a parabolic one, requiring addi­
tional initial conditions. The major advantage of the solution 
derived hereafter is that this boundary condition (equation (2)) 
does not have to be linearized and consequently large 
amplitude and arbitrary nonsteady motions can be treated [6]. 
In addition, the wing-wake induced dusturbance should 
diminish far from the wing: 

l imV$, = 0 (3) 

The velocity at the trailing edge is limited by applying the 
Kutta condition: 

V $ < oo (at the trailing edge) (4) 

To calculate the instantaneous strength of the streamwise 
vortex sheet, shed at the trailing edge, Kelvin's theorem is ap­
plied. This theorem postulates that the circulation T around a 
closed circuit which moves with the fluid (including the wing 
and its wake) is constant. This integral derivation actually im­
plies that any transient change in the wing's circulation is 

Fig. 2 The induced velocity at a point (x,y,z due to a vortex line seg­
ment dl) 

cancelled by the shedding of equal (but opposite in sign) wake 
elements. 

dT 

If 
(-^—) + (-^-) = 0 (for all time) 
V dt I wing V dt I wake 

(5) 

The general solution of equations (l)-(5), at a point (x,y,z), 
can be obtained by Green's theorem as a sum of doublet and 
source distributions over the boundaries S including the wing 
surface and the wake. 

<i>(x,y,z,t) = ——\ [*-
Z7T J wing + wake L 

d 1 1 d<t> 

r dn 
\dS (6) 

r = r(x,y,z) 

The first term, after an additional differentiation with respect 
to r, actually becomes a vortex element as shown in the 
diagram of Fig. 2 (this equivalence is shown in references [6] 
and [7]). Here the induced velocity A V due to a vortex line ele­
ment dl (located at x0, y0, z0) with the circulation T, at a point 
(x, y, z) is given by equation (7). 

AV(x,y,z) = 
1 

4-7T -rtwo.zo)-
rxdl 

(7) 

The source term in equation (6) represents the airfoil's 
thickness effect only and for studying the lifting problem (as it 
is used in this work), the solution based on the vortex distribu­
tion will be used. 

The following unsteady Vortex Lattice Method is based on 
the vortex term of equation (6), and automatically fulfills 
equations (1) and (3). Therefore the wing surface and the wake 
is modeled by bounded and free vortex rings, respectively. The 

Nomenclature 

A^ = influence coefficient (due to 
bound circulation) 

Bjj = influence coefficient (due to 
trailing edge wake 
circulation) 

AR = wing aspect ratio 
b = wing span 
c = wing chord 

CD = drag coefficient 
Cj = spanwise, section lift 

coefficient 
CL - lift coefficient (steady state 

value) 
CL{t) = time dependent lift 

coefficient 
C, = lift coefficient, near the 

g 
ground 

cL = 
c a = 

dl = 
F = 
h = 
n = 

P = 
q = 

r = 
S = 
t = 

u = 
u = 

V = 
yf = 

lift curve slope (dCL/da) 
pitching moment coefficient 
length of vortex segment 
normal force 
wing height above ground 
vector, normal to wing 
surface 
pressure 
angular velocity about y 
axis 
vector (x,y,z) 
wing or panel reference area 
time 
wing forward velocity 
induced velocity to the x 
direction 
induced velocity 
panel kinematic velocity 

V 

w 

W 
x,y,z 

a 

r 
i> 
r„ 
A 
P 
a 

4> 
01 

induced velocity to the y 
direction 
induced velocity to the z 
direction 
heaving velocity 
wing coordinates 
angle of attack 
circulation 
wing bound circulation 
trailing edge wake 
circulation 
wing sweep angle 
density , w . c . 
reduced frequency ( J 

velocity potential 
heaving frequency (rad/s) 
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Fig. 3 The geometry of the vortex lattice 

geometry of a vortex-ring panel element is shown by Fig. 3, 
where the bound vortex is placed at the panel quarter chord, 
and the colocation point (where boundary condition 2 is ap­
plied) is placed at the panel three quarter chord (at the center 
of the vortex ring). The vortex ring element also fulfills equa­
tion (5) and the Kutta condition (4) for the two dimensional 
case, which successfully was applied for three dimensional 
flows as well [6]. 

When rewriting boundary condition (2), with the use of the 
vortex elements, the momentary induced normal velocity 
d$/dz at any point on the wing will be a sum of all the 
velocities induced by the vortex elements: 

a* 
~dz~ f! rxdl 

J wing + wake I/" I 
(8) 

" d*/dz, " 

d$/dzk 

= IA«] 

~Tfl-

.17J 
+ {B,A 

I w l 

r 

After discretizing the lifting surface into panel elements (Fig. 
3); equation (8) is specified for each colocation point resulting 
in the following relation: 

(9) 

Here Ty; are the bound vortex elements, rm- are the free wake 
elements while (Ay) and (By) are the corresponding influence 
coefficients obtained by equation (8). The kinematic normal 
velocity wu, at each colocation point, due to the wing momen­
tary forward velocity U(t), plunging velocity W(t), rotation q 
and local angle of attack a, is: 

Wy = U(t) sin a,- + W(t) + qx> (10) 

To fulfill equation (2) the sum of the velocities, relative to 
the panel, must be equal to zero: 

a$ 
~~dz~ 

( a * \ 
w''"+(-ar),. 

= 0 ( i i ) 

and by substituting (9) and (10) into (11) a set of k linear 
algebraic equations is obtained with k unknown bound vor­
tices Ty,. The number m of wake elements in equation (9) is in­
creasing with each time interval and the strength of the free 
vortices shed from the trailing edge Y wi are known from 
previous time steps. For a non-varying wing geometry with 
time, the matrix (Ay) is calculated only once; matrix (B)y on 
the other hand has to be determined at each time interval At. 

The free vortex wake, that being shed at the wing's trailing 
edge, is simulated by releasing vortex-ring segments at each 
time interval At as shown by Fig. 1(b) and Fig. 3. The spanwise 
free-vortex segment is placed within (30 percent) of the path 
(U*At), covered by the trailing edge, during the momentary 

time interval AC (Fig. 3). This vortex positioning was found to 
minimise numerical error, due to vortex sheet discretization, 
at the vicinity of curved streamlines (even for larger time steps, 
e.g., At = c/(4*U)). More details about the technique which 
determines the motion of the vortex wake, can be found in 
references [6 and 9]. This scheme requires an in intial value 
type of solution, where at t= - 0 the wing is at rest. Then at 
t= +0 the wing is suddenly set into motion and the vortex 
wake elements are shed in to the flow as shown in Fig. 1(b) and 
Fig. 3. Equation (11) is then solved providing the bound cir­
culation distribution Tfi on the wing. As this calculation is 
completed the wake deformation is simulated by calculating 
the downwash (u, v, w)t- at each free vortex tip and then mov­
ing this point by the displacement (Ax, Ay, Az): 

[Ax' 
Ay 

l>zj 
= 

/ 

"u~ 
V 

Lw 
*At (12) 

As the solution of the circulation distribution (equation 
(11)) is obtained, the pressure differenced Ap-, across each 
panel with the area S,- is determined by applying the unsteady 
Bernoulli equation: 

Apr-
5; m; a* 

Hx~ ') 
dx)Ayi 

(••"•V / d f x i d * \ 1 
(13) 

Equation (13) might be rewritten in terms of the panel chord-
wise bound circulation Yix, as follows: 

AF ;=AjVS j=p[t /IVA.y, . 

The resulting lift, drag and pitching moment coefficients are 
obtained by integrating each panel normal force AF,- along the 
wing's surface: 

K 

YJ AF,cosa; 

(15) 
X/lplfiS 

! > , . sina« 

C„=-
l/lplPS 
K 

C <=i 
<-m0 = 

l/lplPSc 

(16) 

(17) 

For the induced drag computation the induced angle aH is 
used, rather than the geometric angle a,-. This angle is com­
puted at each colocation point as the ratio between the total 
downwash induced by the spanwise vorticity of the wing and 
the wake, divided by the free stream velocity U. 

Results 

The computational capability of the present method will be 
demonstrated by solving three different physical situations. 
The first case being the steady state condition, with and 
without the effect of ground. In the second case the plunging 
motion of a rectangular wing planform is considered and the 
effect of ground proximity on the duration of the transient 
response is investigated. The third situation to be investigated 
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Fig. 4 Calculated spanwise loading of swept and unswept rectangular 
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Fig. 5 Effect of angle of attack on the lift of a two dimensional thin 
wing near the ground 

deals with the fluctuation of the negative lift forces on the 
front winglet of a racing car. This time dependent heaving mo­
tion is caused by the oscillations of the car's suspension. 

The versatility in the geometry of the wing planforms that 
can be analyzed by the present model is shown by Fig. 4. Here 
the calculated spanwise loading Cl for three basic wing 
geometries is presented and compared with the results of 
reference [10]. The agreement between the two calculated 
diagrams, for unswept and aft swept wings, and the calcula­
tion of reference [10] is excellent. The deviation in the 
calculated lift coefficient slopes CLa by the two potential 
methods is less than 1 percent. For completeness, the spanwise 
loading of a swept-forward wing is shown in Fig. 4; where the 
higher wing-root loading compared to the high tip-loading of 
the swept back wing is evident. 

To calculate the wing lift, pressure distribution, spanwise 
loading etc., for a given steady state incidence as shown in Fig. 
4 a vortex grid of 13 spanwise and 4 chordwise elements was 
used. Calculations that were carried out with larger number of 
vortex lattice elements showed a clear convergence to a value 
which differed by less than 1 percent (in CL) from the results 
obtained with the 13 X 4 grid. In addition this particular 
discretization (13 x 4) allowed computational times to be less 
than 10 seconds, per case, on an IBM 3081D computer. Con­
sequently, faster turn around times and higher computer job 
priorities were obtained. 

The effect of ground proximity on the lift coefficient of a 
two-dimensional airfoil is shown by Fig. 5. This effect was ob-
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Fig. 7 Effect of ground proximity on the lift slope CL of rectangular 
wings " 

tained by the mirror image technique, as indicated by the 
diagram inserted into Fig. 5. Thus, to simulate a ground 
clearance of A a symmetrical wing-planform is placed at a 
depth —h, resulting in a straight dividing stream line at h = 0, 
which can be treated as a solid surface (ground). The interac­
tion between the wing and the simulated ground is rather com­
plex [11] and in general, this results in an increase of the lift 
for both positive and negative incidences. Two dimensional 
considerations, for explaining this phenomenon, can be divid­
ed into two separate categories. The first effect is due to the 
reduced mass flow under the wing in the presence of the 
ground, which tends to increase the pressure at the wing's 
lower surface (for positive ce); resulting in an overall gain in 
the lift of the two dimensional wing section. The second ef­
fect, is due to the velocity induced by the reflected-wing (at 
z= —h) and can be explained by the lifting line model. The in-
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sert in Fig. 5 clearly shows that in the case of positive a, the 
upper wing experiences an additional forward velocity (A V = 
T/4nh) that reduces the free stream velocity and thereby 
decreasing the lift. This situation reverses itself for negative a 
resulting in an increase in the downforce. The increase in angle 
of attack enhances this effect which clearly can be observed in 
Fig. 5 (for the higher ground clearances (h/c > 0.5)). For the 
smaller values of ground clearance (h/c < 0.5) the above 
described first effect, which increases the lift coefficient (CLg) 
in the presence of the ground, takes over and a rapid increase 
in both positive and negative lift is observed. 

The extension of the vortex line model, to explain the in­
fluence of the mirror image wing, on a three dimensional finite 
wing; leads to the conclusion that the wing tip vortices will 
always increase either the positive or negative lift of the wing. 
Consequently, for smaller aspect-ratio wings, the effect shown 
in Fig. 5 will decrease to an insignificant value. Because of this 
situation the results presented in Figs. 6 and 7, for finite wings 
does not distinguish between the cases of positive and negative 
a. Furthermore, when CLg/CL versus h/c is plotted, the devia­
tions among the wings having various aspect ratios becomes 
negligible. Therefore the classical results of Goranson's [3] 
calculations were plotted versus the parameter h/(b/2) as it is 
in Fig. 6. The experimental data of Hummel [12] for AR = 2.8 
and h/c = 0.2 and of Binder [13] for h/c = 0.6 agrees very well 
with the present calculation whereas the experimental point of 
Hummel for h/c= 1 (AR = 2.8) seems to be too high. Also the 
experimental point of Binder for the higher AR = 1 wing 
(h/c- 1.5) is in close agreement with the current calculations, 
whereas the relations derived by Goranson [3] are too low. 
Calculated curves, corresponding to the Goranson's data, 
were not added since they lay too close to the curves of 
AR = 2.8 (AR = 3) and to AR = 7 (AR = 6). 

The parameter h/(b/2) used in Fig. 6 does not allow the 
presentation of two dimensional data. On the other hand, 
when the parameter h/c is used in conjunction with the ab­
solute CLo., a good resolution of the various AR curves in the 
diagram is obtained (as it is in Fig. 7). Additional experimental 
data is provided here which show good agreement with the 
calculated results over a wide spectrum of ground clearances 
and wing aspect ratios. These data of Fink and Lastinger, were 
obtained [14] by the image-wing method. Thus the ground ef­
fect was obtained by placing two airfoils that were separated 
by a distance of 2h and thereby eliminating the problem of the 
boundary layer thickness associated with the wing and ground 
board method. They used a Glenn Martin 21 percent thick 

0-7 

0-6 

0-5 

h/c=0-5 (a = + 5 ° , C L = 0 4 9 5 7 

h/c = 0-5 (a = - 5 ° , C L =-0-4876) 

h/c=co (a = ±5 ° ,C L = -0 -3747 ) ' 

h/c =oo (Jones, Ref. 17) 

A?=6 

I 
c 

Fig. 9 Lift coefficient variation after a plunging motion for a rec­
tangular finite wing (with and without ground effect) 

nonsymmetric airfoil section and measured the ground 
clearance from the foil's lower surface. This thickness effect is 
probably why at h/c < 0.3 their data deviates from the cur­
rent thin wing calculations. Further validation of the present 
method, relative to a widely used panel code [15], is presented 
in Fig. 7. For the VSAERO computations a 10 x 10 lattice 
and a 5 percent thick, symmetric airfoil section was used. This 
type of grid (which is larger than used in the vortex method) is 
coarse for the panel representation and therefore a small dif­
ference in the two computations is visible. This code, however, 
is still limited in predicting the flowfields associated with tran­
sient and large amplitude unsteady motions. 

Figures 5,6, and 7 show the large increase in the wing's lift 
due to ground proximity. This effect is well predicted by the 
potential flow method. In real flow situations, however, this 
large increase in the lift will be limited by viscous effects. On 
the ground of the above comparison with experimental results; 
it seems that these viscous effects will affect the predictions, 
based on this model, for ground clearance values under 
h/c = 0.3. It is evident, though, that more experimental data is 
needed to show the influence of airfoil thickness, camber, 
ground roughness and the relative motion of ground on this 
critical distance. From the engineering point of view, often the 
maximal lift coefficient has to be detemrined. Unfortunately, 
some of the aforementioned viscous effect will limit the max­
imal lift (to values not too far from its free stream value), 
which will be obtained now at lower angles of attack. 

The transient response of a two-dimensional and a finite 
span (AR = 6) wings, after they were suddenly set into motion, 
is shown by Fig. 8 and Fig. 9, respectively. Here CL(t) is the 
momentary lift coefficient, CL is the lift coefficient at t = <x 
(steady state value) and the nondimensional time ordinate 
tU/c actually measures the distance, travelled in wing chords. 
The limiting case of infinite acceleration as solved by Wagner 
[16] (AR = oo), and Jones [17] (AR = 6) is shown by the dotted 
lines in Figs. 8 and 9. In the present calculation, however, the 
time steps were finite (At = c/(16U)); which actually represents 
a finite acceleration rate. The effect of this finite acceleration 
is to moderately increase the lift, as was shown in reference 
[18]. 

The effect of ground proximity on the lift growth of a sud­
denly accelerated lifting surface is to reduce the transient 
times, as can clearly be seen from Figs. 8 and 9. This effect can 
partially be explained by the presence of a second starting 
vortex (in the image plane) which induces an upwash (for 
positive a) thereby increasing the lift and reducing the 
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Fig. 10 Periodic lift variation during heaving oscillations of a finite 
wing 

Fig. 11 Effect of ground on the lift of a finite wing undergoing 
oscillatory heaving motion 

response times. Figures 8 and 9 also show that the steady state 
lift is obtained faster with positive angles of attack than with 
negative angles of attack, for both ^4i? = oo and AR-6. 
Similarly, smaller aspect ratio wings will have shorter response 
times, as is observed when comparing the results of Figs. 8 and 
9. 

The loads experienced by a lifting surface, moving in an 
unsteady motion in close proximity to the ground, can be con­
siderably amplified by these two effects. In order to estimate 
the increase of these forces, relative to their steady state and 
out of ground effect values (on the front winglet of a typical 
racing car), the results shown by Figs. 10 and 11 for one cycle 
(o>t = 2Tr) were calculated. The winglet to be considered is 
suspended above the ground at a height of h = 0.25c, and 
oscillates with the car (due to suspension travel) with an 
amplitude of 0.1c, as shown by the diagram in Fig. 11. As an 
example, the pure heaving oscillatory mode was considered 
here, therefore the wing's geometric angle of attack remained 
unchanged throughout the motion. The periodic variation of 
the negative lift on the winglet due to its oscillatory motion, in 
the absence of the ground is shown in Fig. 10, whereas with 
ground effect it is shown by Fig. 11. The additional up or 
down wash experienced by the wing, increases the momentary 
lift considerably above and below the steady state value (CL = 
-0.324), as it can be observed in Fig. 10. When increasing the 
frequency (a), the momentary lift is further amplified and a 
growing phase lag is observed. 

The addition of ground effect to the oscillatory motion, 
described in Fig. 10, results in a further increase in the fluc­

tuating value of the lift (see Fig. 11). Also the steady state 
value is increased (CL = —0.523) and as in Fig. 10, momen­
tary, positive lift values are experienced by the wing for the 
higher frequencies. The maximal loads are obtained near the 
middle of the upward stroke, where the upwash velocity is the 
highest. Since practical road conditions can introduce suspen­
sion oscillations within the range [19] of Fig. 10 and 11, the 
structural designer must take into account lift and wing-root 
bending moments, that exceed twice the steady-state load 
estimations. 

Concluding Remarks 

The lifting surface model that is presented in the current 
work was found to be capable of calculating the aerodynamic 
forces for various wing geometries with or without ground ef­
fect in steady or unsteady flow. Furthermore, the computa­
tional times required were minimal and for the simple test 
cases presented here, the length of the computer code was less 
than 1000 FORTRAN statements. Calculated results for con­
ditions experienced by some high-speed ground vehicles 
(unsteady heaving oscillations and negative incidence) showed 
about 100 percent increase of the aerodynamic loads when 
compared with their steady state values. 
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Application of a Reynolds Stress 
Model to Engine-Like Flow 
Calculations 
A version of a Reynolds stress turbulence model was adopted and applied for 
calculating turbulence in internal combustion engine flows. Simultaneously, to im­
prove the numerical accuracy of the computations, a skew-upwind differencing 
scheme was introduced, thereby replacing the less accurate upwind differencing 
scheme originally present in the computations. With these modifications applied to 
an existing code, comparisons were made with measured mean and turbulent 
velocities of a flow field in an axisymmetric piston-cylinder assembly. The results of 
the computations were generally encouraging particularly for the mean flow. 
However, discrepancies were observed which are attributed to either (or both) 
unknown boundary conditions or shortcomings in the Reynolds stress model. 

Introduction 
Recently there has been a growing interest in applying 

multidimensional modeling to internal combustion engines 
(ICE's) [1]. In order that these models achieve their full poten­
tial and have an impact on the design and understanding of 
ICE's, it is necessary that physical submodels contained in 
these procedures be sufficiently versatile. That is, any sub­
model in these multidimensional procedures should cope with 
various operating conditions and design features without need 
for further empirical input. This, of course, demands both 
sufficient understanding of the different physical processes oc­
curring in engines and their accurate representation. 

One of the important mechanisms that control most pro­
cesses in the combustion chambers of engines is turbulence. Its 
understanding and prediction, then, is paramount to the suc­
cess of any prediction method. Except for the work of Ashurst 
[2], invariably all investigators have used a gradient diffusion 
hypothesis to account for turbulent transport in ICE's. With 
this approach, turbulent diffusion of any quantity is assumed 
proportional to the mean spatial gradient of that quantity. 
The coefficient of proportionality in this relationship is an ap­
propriate "diffusivity." In general, two approaches have been 
used to estimate the diffusivity: the constant diffusivity model 
[3-5], and a two-equation turbulence model [6-7]. In the 
former the diffusivity is assumed constant in space and time, 
and its value is usually obtained by optimization such that the 
model yields the best agreement with some globally measured 
variable such as a cylinder-pressure trace. In the second ap­
proach the diffusivity is calculated from a two-equation tur­
bulence model, typically the Ar-e model (where k is the tur­
bulent kinetic energy and e is the dissipation rate of k). 

While using the constant-diffusivity model is simple and oc­
casionally may yield useful information [5], the model shares 
the drawbacks of all gradient diffusion approaches (mention­
ed below), and the assumption of a constant diffusivity is a 
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gross simplification, particularly in the vicinity of solid boun­
daries. It should also be cautioned that procedures which 
resort to tuning parameters in a turbulence model to get agree­
ment with some measured global quantity that depends on 
other submodels are liable to mask the effects of the 
submodels. 

By calculating its own diffusivity, the k-e model is an im­
provement over the constant-diffusivity type of model. It also 
has performed successfully in many two-dimensional applica­
tions. However, the model suffers from fundamental 
drawbacks that jeopardize its versatility. Among its 
drawbacks is that it is based on a gradient-diffusion type of 
assumption, implying that the turbulent stresses and the local 
mean rate of strain tensor share the same principal axis, which 
is normally not the case. Furthermore, the model uses an 
isotropic diffusion coefficient, which undermines its 
capabilities in three-dimensional flows. 

Also, when employed to predict scalar diffusion, like of 
temperature, a parameter equivalent to a Prandtl number 
needs to be input to the model. This parameter is known to be 
a function of the flow, and its value generally is unknown. 
Whether these shortcomings or others in the model will 
serously affect the model's performance in ICE's applications 
has not yet been determined. 

As an alternative to the models hitherto used for predicting 
turbulence in ICE's, a second-order closure model (see, for ex­
ample, [8]) is proposed. In second-order closures, transport 
equations are developed and solved for all second-order 
moments (which are correlations between fluctuating quan­
tities needed to close the mean equations) while higher-order 
moments are expressed in terms of lower-order moments. 
Hence any assumptions made will enter at the higher-order 
level and will presumably have a less significant effect on the 
model's accuracy. By solving directly for second-order 
moments, the fundamental shortcomings present in the k-e 
model are eliminated. However second-order closures are 
more complex since to calculate the turbulence field alone re-
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quires seven differential equations, as opposed to only two 
with the k-e model. At any rate, from the point of view of 
computational effort, this is not a severe problem since in un-
fired engine calculations the majority of the computational ef­
fort is spent in obtaining a solution to the momentum 
equations. 

In the present study the second-order closure model sug­
gested by Launder et al. [9] was adapted for use in an engine­
like configuration and the model was incorporated in the com­
puter code CONCHAS [10]. The code was then used to 
simulate the in-cylinder flow field measured by Morse et al. 
[11] for a cold flow in an axisymmetric noncompressing 
engine-like geometry. 

The flow field under consideration is a complicated flow 
having several recirculating regions. In such flows it is in­
evitable that the flow direction becomes skewed relative to the 
computational mesh, with the consequence of introducing 
numerical diffusion into the solution [12]. In many instances 
the level of such diffusion is so high as to outweigh the effect 
of the physical diffusion represented by the turbulence model. 
To test the turbulence model it is therefore necessary to reduce 
numerical errors to a minimum. 

Due to limitations of computer time, it was not possible 
with the differencing scheme present in CONCHAS to reduce 
numerical errors sufficiently by grid refinement. The alter­
native was to use a more complex (and hopefully more ac­
curate) differencing scheme. The scheme chosen was the skew-
upwind differencing scheme (SUDS) proposed by Raithby 
[13]. This scheme was tested in other flow situations by 
Leschziner [14], Leschziner and Rodi [15] and others, and 
their results show great improvement over the commonly used 
upwind differencing scheme (UDS). 

Analysis 

The equations that are solved are the conservation equa­
tions of mass, momentum and energy together with the equa­
tion of state. In addition, for closure of the mean momentum 
equation, the Reynolds stress (or second-order moments) 
equations and the dissipation-rate equation (which is required 
for the closure of the Reynolds stress equations) are solved. 
Because the internal energy of the flow considered is almost 
constant, solution of its equation could have been avoided. It 
is retained merely because it is an integral part of the solution 
procedure. However, this equation will not be discussed any 
further. 

A cylindrical coordinate system is used in the CONCHAS 
code which leads to complex forms for the equations. 
Therefore, for brevity the equations in this report will be writ­
ten in general curvilinear tensor notation. In what follows, 
superscript and subscript indices associated with tensor com­
ponents will denote contravariant and covariant components, 
respectively. With this nomenclature and neglecting density 
variations, the continuity and the /-component momentum 
equations read, respectively, 

(1) 

(2) 

UJj = 0 

— + (U'UJ)j = gVpj + (pgJkU[k)j - {u'uJ)j 

where LP" and u'" are, respectively, the instantaneous and tur­
bulent velocity components in the /w-direction, P the pressure, 
v the kinematic viscosity, p the density, g'J the contravariant 
component of the unit tensor, and t is time. The " , y" signifies 
convariant differentiation with respect to they coordinate, and 
the overbars indicate ensemble averages. In equation (2) and 
in what follows, indices repreated diagonally (i.e., once as a 
superscript and once as a subscript) imply summation. 

Turbulence Model. The transport equations for the 
Reynolds stresses are derived from the momentum equations 
(for details see, for example, [8]). By neglecting terms of the 
order of the reciprocal of the Reynolds number or smaller, in 
general curvilinear coordinates the transport equation of the 
ik component of the Reynolds stress reads: 
, —j—k (Convection) (Production) 

67 
+ UJ(p UlUk)j= -p(ukU> U[j + u'uj Ukj) 

Diffusion 
— n(uhjku' 

Pressure diffusion 
p(u'uku')t j + (pg''uk +pgkJui)i j 

Pressure 
Rate of Strain Dissipation 

-p{giJUkj + gkju[ j) -pvginUkjU[ „ 
(3) 

where p is the fluctuating pressure. The different terms in 
equation (3) have their physical significance appearing on top 
of each in the case when Cartesian coordinates are used. When 
curvilinear coordinates are used, the convection and diffusion 
terms may lead to extra source/sink terms akin to the cen­
trifugal and Coriolis components appearing when the momen­
tum equation is expressed in a general coordinate system. 

The terms that are unknown and require modeling in equa­
tion (3) are the pressure-rate of strain, the diffusion, and the 
dissipation terms. The models employed for these terms are 
those suggested by Launder et al. [9]. They are as follows. 

a - Pressure - Rate of Strain 

p(g<Jukj+gkJu\J)=P{$l + $ 2 + *)v) (4) 

where 

* , = 1 . - — * * * ) 

$2 = 0.76[(w^ TFj + uhP TFj) 

- -y giJgm,^u' U«A ~ 0.1 Sk(glkW, + g"£/*) 

- o . n {{gjlg
k'"M TFm + gjlg™W Wm) 

-^-gtkgm^llly 

*,„ = [0.125 - ^ - (u'uk - — gikk) 
fc 3 

+ 0 . 0 1 5 [ ( K V U'J + U'UJ Ukj) 

- (gj^W Wm + gy/£'"WU{m)]}-
k^_ 

N o m e n c l a t u r e 

F = convection flux of Reynolds 
stress leaving a computa­
tional cell 

gjj = contravariant and covariant 
components of the unit 
tensor 

k = turbulence kinetic energy 
/ = length scale 

P = mean pressure 

P = 
t = 

ip = 

u' = 

y = 
a = 

turbulent pressure 
time 
contravariant mean velocity 
component in /-direction 
contravariant turbulent veloci­
ty component in /-direction 
normal distance to the wall 
parameter used in equation 
(10) 

P 

parameter used in equation 
(11) 
kinematic viscosity 
rate of dissipation of tur­
bulence kinetic energy 
density 
pressure-rate of strain 
correlation 
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where y is the normal distance to the boundary 

b - Diffusion 

p(u!ukui)j + (pg"uk +pgku')iJ 

It 
= 0.11,0 [u'u'iuiu*), 

e 
+ ^ ' ( w V ) , / + wV(«V), / ] . 

c - Dissipation 

2pvgjnukjU[„=—-g,Kpt 

(5) 

(6) 

Details on the derivation of these equations and the assump­
tions involved can be found in [9], [16], and [17]. 

The remaining equation required to have a closed set of 
equations is the e equation. The modeled form used is that 
given by [9]. In curvilinear coordinates this equation becomes 

^ - + TPeJ=-\A4~giJ^?U[k 

- 1 . 9 — - + 0.15( «/«'£,,)„ (7) 

The only differences between this equation and that used by 
Gosman et al. [7] and others in ICE's is that in equation (7), 
the diffusion coefficient of e is not isotropic but is related to 
the Reynolds stresses. Also, in the production term the 
Reynolds stresses appear directly rather than being written in 
terms of the velocity gradient and the turbulent viscosity. 

Numerical Aspects. The solution procedure used is based on 
the implicit-continuous fluid-Eulerian technique [18] with an 
arbitrary Lagrangian-Eulerian mesh [19]. These features were 
developed and implemented in the computer code CONCHAS 
by Butler et al. [10]. Apart from the turbulence model, two 
main changes were made to the code in the present work. The 
first change was in the manner by which the turbulent stresses 
were applied to the mean momentum equation. Since the 
Reynolds stresses are solved for, these are applied directly as 
the "diffusion term," which is in contrast to the gradient type 
of diffusion originally present. This new procedure was found 
to exacerbate oscillations present in the mean velocity field. 
These oscillations are not to be confused with those arising 
from unbounded differencing schemes. The oscillations that 
occur could be traced to the Lagrangian type of pressure itera­
tion and the location of variables on the computational mesh 
coupled with certain boundary conditions. To dampen these 
oscillations, Butler et al. [10] use what is termed a "node 
coupler," which couples alternate mesh nodes with small, ar­
tificial restoring forces. Since in many cases the node coupler 
introduces artificial diffusion to the solution, it was decided to 
eliminate it. Due to the direct damping action of the turbulent 
diffusivity, this did not cause any serious problem when a 
gradient-diffusion type of model (specifically k-e) was used. 
When the Reynolds stress model was used, however, the 
oscillations increased. To remedy the problem, the Reynolds 
stress acting at any numerical cell boundary was decomposed 
into two parts as follows: 

uhi' = a(JFJ?)RS + (1 - aXtTwOfc (8) 

where the subscripts RS and ke indicate that the values of u'u' 
are obtained from the Reynolds stress and the k-e model, 
respectively. In equation (8) a is a constant set at about 0.95. 
This large value assigned to the calculation of u'u' by the Rey­
nolds stress model ensured that the basic character of the 
model did not change, while the remaining 5 percent of the 
stress, calculated by the k-e model, was found to be sufficient 
to reduce the oscillations to a tolerable level. Varying the value 
of a (from 0.99 to 0.9) was found to have a minor effect on the 
mean flow. 

Fig. 1 Schematic of piston-cylinder assembly 

The second main change made to CONCHAS was in the 
differencing scheme. The original scheme in the code (see [10]) 
was a mixture of upwind and central differencing in which the 
amount of each may be varied. For stability purposes, upwind 
differencing is usually prevalent; we will therefore refer, loose­
ly, to the scheme as the upwind differencing scheme (UDS). 
Because of the problem of numerical diffusion posed by the 
standard UDS, the skew-upwind differencing scheme (SUDS) 
suggested by Raithby [13] was incorporated into CONCHAS. 
The scheme was applied to both the momentum equation and 
the Reynolds stress equations. No significant problems were 
encountered when SUDS was used only on the momentum 
equation. However, when the scheme was applied to the 
Reynolds stress equations, in some scattered regions where 
steep gradients of the stresses occurred, some of the normal 
stresses acquired negative values. The reason for that occur­
rence is that the scheme is not unconditionally bounded (in the 
sense given in [20]). 

To alleviate this problem, convective fluxes of the Reynolds 
stresses (F) leaving a finite-difference cell are decomposed into 
two parts as follows: 

F=yFb + (l~y)Fu (9) 

where Fb is a convective flux of u'u' calculated from the 
bounded upwind-differencing scheme and Fu is the flux of 
u'u' calcualted from the more accurate but unbounded SUDS, 
and y is a constant equal to 1.0 when u'u' at the cell in ques­
tion falls below some preset fraction (/3) of the arithmetic 
average values of neighboring u'u'. Otherwise y is 0.0. The 
value of (3 used was about 0.2. Using different values of /3 
(varying from 0.1 to 0.4) did not produce any detected dif­
ference in the solution at the monitored locations. This insen-
sitivity is apparently due to the fact that unbounded solutions 
occur only at a very few isolated (typically two or three) loca­
tions in the flow field. It should be mentioned that this pro­
cedure of using an accurate differencing scheme wherever the 
scheme is bounded while reverting to a bounded differencing 
scheme when the (accurate) scheme becomes unbounded has 
been used previously by Chapman [21]. Other procedures 
whereby the two schemes are blended were suggested by Book 
[22] and Gosman and Lai [23]. 

Operating, Initial and Boundary Conditions. The testing of 
the procedure was achieved by comparing the numerical 
results with the laser doppler anemometer measurements made 
by Morse et al. [11]. The measurements were carried out in the 
axisymmetric piston-cylinder assembly shown schematically in 
Fig. 1. The assembly consists of a flat-crowned piston, a 
transparent cylinder with 75 mm bore, a flat transparent 
cylinder head, and an axisymmetric intake/exhaust port. The 
annulus "valve seat" was inclined by 30 deg to the vertical 
direction. Further details of the geometry of the assembly are 
shown in Fig. 1. The piston was driven in simple harmonic 
motion at 200 r/min, and with a stroke of 600 mm, the 
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Fig. 2 Inlet velocity profiles 

average piston speed (Vp) was 0.4 m/s. At this speed the flow 
was claimed to be fully turbulent. 

Measurements were reported by Morse et al. [11] for a flow 
case with zero swirl (i.e., with zero azimuthal velocity) and for 
two other cases with different levels of swirl. For the zero-
swirl case which was considered in the present comparisons, 
measurements were presented at crank angles of 36, 90, 144, 
and 270 degrees after top dead center (ATDC) for the mean 
and turbulent velocity components in the axial direction. At 
each crank angle, profiles of these velocities were presented at 
several axial locations. 

The base calculations were carried out with 32 x 30 grid lines 
in the radial and axial directions, respectively. Computations 
with finer meshes were also attempted, and these will be 
discussed in the next section. In all cases the computations 
were initiated from top dead center, where the following con­
ditions were assumed. The radial velocity and the axial veloci­
ty are equal to zero. The turbulence is assumed isotropic where 
each of the normal stresses was taken to be 0.0125 m 2 /s 2 . This 
number is approximately equal to the measured value of the 
normal axial stresses at 270 deg ATDC. The shear stresses 
were zero, and the dissipation rate was calculated from 

e = 0.4 
k3/2 

where / is the distance to the nearest solid boundary. We next 
discuss boundary conditions. 

Solid Boundaries. The velocities at all solid boundaries are 
taken equal to the velocity of the boundaries, i.e., all velocities 
at solid boundaries are zero except at the piston, where the ax­
ial velocity is equal to the piston velocity. No logarithmic law 
of the wall was applied to the velocities tangent to the bound­
aries. The reason for not using the logarithmic law is that the 
stresses calculated from the model did not match the shear 
stresses calculated from the log law except in limited regions in 
the flow field. Hence when the logarithmic law was used, 
"kinks" appeared in the velocity profiles close to the 
boundary. Because of this reason and because in the flow field 
investigated the validity of the logarithmic law is questionable, 
it was decided not to use it. The boundary condition for the 
Reynolds stresses was a zero-flux condition, whereas the 
dissipation rate was calculatted near the boundary via 

fc-3/2 

e = 0 . 4 — , 
y 

y being the normal distance from the boundary to the center of 
the computational cell nearest to the boundary. 

Axis of Symmetry. At the axis of symmetry the radial 
velocity component is set equal to zero and the fluxes of all 
other variables involved in transport equations are set to zero. 

Fig. 3(a) Stream fine contours given by [11] at 36° ATDC 

« « * « 4 > * * « 4 > 4 > 4 > * 4 > * « « « « 9 * * « < 

* * 4 > « * « 4 > 4 > « > « * 4 > « « > « * 4 > « « 4 > « * 4 
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•»•»*»"»*«! 

Fig. 3(b) Computed velocity vector plot at 36° ATDC 

Intake Port. Unfortunately, no measurements were made at 
the intake port. This made it necessary to "guess" the flow 
conditions. Thus, the flow rate, the velocity profiles and the 
turbulence quantities had to be estimated. 

On account of the low compressibility expected, the mass 
flow rate was assumed equal to the rate of change of volume 
displaced by the piston multiplied by the ambient density. 
Also, since the length of the annulus was roughly twice its 
width, the inlet flow was assumed to enter the cylinder parallel 
to the direction of the valve/seat annulus. Less guidance was 
available to estimate the remaining unknowns, and hence sen­
sitivity calculations were made to assess their effect on the 
solution. 

To test the sensitivity of the flow field to the inlet velocity 
profiles, two such profiles were tried. These are shown in Fig. 
2. The first, referred to as p2, has a flat portion near the mid­
dle of the annulus and varies linearly near the annulus walls. 
The second is a much flatter profile and will be referred to as 
pi. Because of the unequal kinetic energies in the two profiles, 
the resultant flow fields were not identical. Profile p2 general­
ly gave slightly better agreement with the measurements. 
However, because the majority of the data were obtained with 
profile pi, the results obtained with this profile are the ones 
reported here. 

As for the turbulence quantities at the intake port, these 
were found to have no significant effect on the mean velocities 
but did influence the turbulence field. The value of k used in 
the results reported here was two percent of the kinetic energy 
based on mean inlet velocity. This value is somewhat higher 
than present in a fully developed pipe flow. The radial, 
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Fig. 4 Mean axial velocity profiles at 36° ATDC 
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Fig. 5 Mean axial velocity profiles at 90° ATDC 

azimuthal and axial normal stresses were taken as 0.5k, Q.Ik, 
and 0.8&, respectively, while the only nonzero shear stress was 
0.2k. The dissipation rate was set to 0.5A:/(annulus width). In 
review of the lack of data, uncertainties in the values of the 
turbulence quantities and mean velocity profiles at entry will 
be reflected in the results. 

Results 

To give an idea of the flow field generated, Figs. 3(a) and 
3(b) show the experimental streamlines and computational 
velocity-vector plots respectively at 36 deg ATDC. It is ap­
parent that close to the cylinder head the flow is dominated by 
a jet flow flanked by two vortices: a large clockwise rotating 
vortex residing in the vicinity of the centerline and a smaller 
counter-rotating vortex adjacent to the cylinder wall. Away 
from the cylinder head the flow emerging from the jet region 
spreads and enters normal to the piston. Except for a further 
vortex generated later in the induction stroke near the piston 
and cylinder wall and for some other minor changes, during 
the remaining part of the induction stroke the overall structure 
of the flow is quite similar to the flow structure at 36 deg 
ATDC (for details see [11]). In general, the calculations were 
found to reproduce the experimental flow field quite well at all 
crank angles. 

In Figs. 4, 5, 6, and 7, measured and calculated mean veloci­
ty profiles at various locations in the flow field are shown, 
respectively, at crank angles of 36, 90, 144, and 270 deg. In 
these figures the velocities are normalized by the mean piston 
speed Vp ( = 0.4 m/s) and are plotted relative to datums1 (ver­
tical dashed lines) placed at various distances from the 
cylinder head. All data points lying to the right side of the 
datum indicate a flow moving towards the piston, while data 
points lying to the left side of the datum indicate flows moving 
towards the cylinder head. The base calculations shown in 
Figs. 4-7 were obtained with SUDS. However, to show the ef-

'The locations of the datum will be referred to as locations 1,2,3, etc., with 1 
being closest to the cylinder head and 2 the second closest, etc. 

O ® Measurements - 3 2 x 3 0 Grid 

Fig. 6 Mean axial velocity profiles at 144° ATDC 
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Fig. 7 Mean axial velocity profiles at 270° ATDC 
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Fig. 8 Axial turbulent velocity profiles at 36° ATDC 

feet of the differencing scheme on the solutions at 36 and 90 
deg ATDC (Figs. 4 and 5), some of the results obtained with 
UDS are also shown. 

At 36 deg ATDC (Fig. 4) the agreement between measure­
ment and predictions is seen to be very good at locations 1 and 
3. Although the calculated peak-velocity at location 2 is within 
10 percent of the measured velocity, some discrepancies be­
tween measurements and predictions can be observed in the 
mid-radius region. With UDS we can see that the peak-
velocity calculated at location 2 is only 50 percent of the 
measured peak velocity. 

At 90 deg the calculations seem to simulate the flow field 
fairly well. Thus the location of the velocity peaks and flow 
reversals are well predicted. Quantitatively the peak-velocity 
discrepancies are somewhat larger than those observed at 36 
deg. This is quite apparent at location 3, where the peak 
velocities of the flows in the forward (i.e., towards the piston) 
and backward directions are overestimated by about 30 per­
cent. At all other locations, however, the peak velocities are 
within 20 percent of the experimentally observed values. Once 
again a difference between the results obtained with SUDS 
and UDS is evident, with SUDS generally yielding closer 
agreement with the measurements. 
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Fig, 9 Axial turbulent velocity profiles at 90° ATDC 
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Fig. 10 Axial turbulent velocity profiles at 144° ATDC 
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Fig. 11 Axial turbulent velocity profiles at 270° ATDC 

The axial mean velocity profiles at 144 deg are shown in Fig. 
6. It is seen that the calculation made with the 32x30 grid 
grossly underestimates the peak velocities at locations 1 and 2. 
Because of the relatively large axial grid spacing in the latter 
part of the induction stroke, numerical inaccuracies were 
thought to be causing the discrepancies. The flow was 
therefore recalculated using a 45x45 computational mesh. 
The results obtained with this mesh at 36 deg ATDC were 
found to be identical to those obtained with the coarser mesh. 
At 90 deg ATDC the discrepancies between the two solutions 
were less than 10 percent, which suggested that the solutions 
were sufficiently grid independent (i.e., solutions are insen­
sitive to grid size) up to 90 deg ATDC. This was confirmed by 
a further calculation with a 60 x 60 mesh, which yielded results 
almost identical to those obtained with the 45 x 45 mesh at 
both 36 and 90 deg. The major difference, however, between 
the solutions obtained with the 32 x 30 and the 45 x 45 meshes 
was at 144 deg, as shown in Fig. 6. With the finer mesh we 
now observe much closer agreement with the experimental 
results. Due to the computational effort involved, the calcula­
tion made with the 60 x 60 mesh was not continued beyond 90 
deg, so it is not possible to make any firm conclusions re­
garding the degree of grid independence of the computations 
made with the 45 x 45 mesh at 144 deg. At 270 deg ATDC, the 

velocity profiles shown in Fig. 7 indicates a significant reduc­
tion in the strength of the mean velocity field and, unlike the 
flow during the induction stroke, flow recirculations are ab­
sent; instead the flow becomes almost uniform. The agree­
ment of measurements and predictions at this stage is quite 
good. 

The turbulent velocities, normalized by Vp, are shown in 
Figs. 8, 9, and 10, respectively, at 36, 90, 144 and 270 deg 
ATDC. At 36 deg the agreement between measurements and 
predictions is quite encouraging. Thus, the trends and quan­
titative estimates of the peak velocities are in close agreement 
with the measurements. However in some regions, specifically 
those coinciding with the sides and edges of the jet, the predic­
tions somewhat underestimate the turbulence levels. It should 
be remarked here that Morse et al. [11] have reported that 
their measurements could overestimate the turbulence levels, 
in the mentioned regions, by a factor of 15 percent; this obser­
vation might explain some, but not all of the discrepancies 
observed. 

At mid-stroke (Fig. 9), the trends and peak velocities are 
also well predicted, but again an underestimation of the tur­
bulence levels is observed in regions surrounding the jet. This 
underestimation is more pronounced at location 1 on the 
outer-radius side of the jet. 

Later in the stroke, at 144 deg, it is seen from Fig. 10 that at 
locations 1 and 2, the measured turbulence velocity profiles 
exhibit double peaks, while the calculation shows only a 
single, somewhat weaker peak. At locations 3 and 4 the agree­
ment between measurements and predictions improves. 

Finally at 270 deg during the exhaust stroke, it is seen from 
Fig. 11 that the computed turbulence velocities agree well with 
the measurements. 

Discussion 

Although the comparisons made with the measurements 
showed that the calculations reproduced the observed 
qualitative trends fairly well, and in many instances good 
quantitative agreement was obtained, there still remain some 
discrepancies between measurements and predictions. 

These discrepancies are more pronounced in the case of tur­
bulence results. Due to the limitation in the available 
measurements, it is not possible to identify the causes of the 
discrepancies exactly, but several are possible. First, there is 
the unknown inlet conditions, which were found to influence 
the turbulence velocity profiles, particularly those adjacent to 
the inlet boundary; however, no attempt was made to alter 
these conditions in order to obtain better agreement. There is 
also the possibility of shortcomings in the turbulence model, 
but these cannot be uncovered until more measurements are 
available and the problem of the unspecified boundary condi­
tions is resolved. Finally, there are numerical errors; these er­
rors may cause some of the deviations at 144 deg, but are 
unlikely to be large at 36 deg and 90 deg ATDC since calcula­
tions made for the flow in this range of the induction stroke 
were made with quite a fine mesh. 

Another significant question is, how do the present calcula­
tions compare with earlier calculations made with the k-e 
model in the same flow situation? In answer to that, the results 
obtained from the present study were found to be in better 
agreement with the measurements than both the calculations 
of [7] and [24], both of which were made with the k-e tur­
bulence model. However the improvement in the calculated 
results cannot be attributed solely to the turbulence model 
since, as was observed, the skew-upwind differencing scheme 
used in the present work (and not used in the previous works) 
yielded better results than when the calculations were made 
with UDS (used in previous works). For an appropriate com­
parison between the two models, the same differencing 
schemes should be applied in the two calculations. 
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Instability of a Moving Cylindrical 
Liquid Sheet 
The instability of a cylindrical liquid sheet of finite thickness moving with a uniform 
velocity in still air is studied theoretically with the aim of throwing light on the 
break-up of films during atomization. It is shown that instability occurs for an ax-
isymmetric disturbance when its wavelength exceeds the outer circumference of the 
sheet. For small values of the Weber number W( = T/paU

2ra) a sheet of given 
thickness tends to become unstable for disturbances of large wavelengths although it 
is completely stabilized when W < 2.5 (approx.). The maximum growth rate for in­
stability increases with Wfor fixed value of the sheet thickness. For fixed W, it is 
found that X,„ (the wavelength corresponding to maximum growth rate) increases 
rather slowly with increase in the sheet thickness. The value of Xm decays rapidly 
from a high value as Weber number increases for a fixed sheet thickness. Further as 
W — oo, X,„ approaches asymptotically the value 10 (approx.) which agrees with 
the corresponding value due to Rayleigh in his study of the capillary instability of a 
jet. 

Introduction 

It is found that when a thin liquid sheet is injected into the 
atmosphere, unstable waves are formed and the sheet even­
tually breaks down into drops. The instability of such a sheet 
or film due to its interaction with the surrounding air is of 
special interest in studying atomization of liquids. Moving 
films also occur on seaplane hulls as the blister which is flung 
forward and sideways and which gives rise to spray. There is 
evidence [1, 2] to show that instability in film arises through 
the formation of transverse waves (lines of crest normal to the 
direction of motion) which grow until a break in the film oc­
curs. The principal cause of instability is due to interaction of 
the sheet with the surrounding atmosphere such that rapidly 
growing waves are imposed on the sheet. Disintegration occurs 
when the disturbance amplitude reaches a critical value and 
fragments of sheet are torn off. As pointed out by Dom-
browski and Johns [3], these fragments rapidly contract into 
instable ligaments under the action of surface tension and 
drops are produced as these ligaments subsequently break 
down. Squire [4] and York, Stubbs, and Tek [5] studied the 
disintegration of a plane sheet of ihviscid liquid moving with a 
uniform velocity relative to the surrounding atmosphere. 
Hagerty and Shea [6] explained the occurrence of sinuous 
waves on a thin plane liquid sheet on the grounds that the 
wavelength is large compared to the sheet thickness and the 
growth rates of these waves are consequently greater than 
those of the alternative dilational forms. The linearized stabil­
ity analysis in [4] and [6] cannot, however, throw any light as 
to why a sheet breaks down since they show that the air-liquid 
interfaces remain a constant distance apart during the growth 
of the disturbance. Clark and Dombrowski [7] carried out a 
second-order analysis of the aerodynamic growth of sinuous 
waves on a plane inviscid liquid sheet and this analysis gives 
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some insight into the mechanism of sheet disintegration. The 
results are then used to derive a relation for the break-up 
lengths of sheets produced by fan and swirl spray nozzles. 
Fraser, Eisenklam, Dombrowski and Hasson [8] extended the 
previous analyses on the aerodynamic instability [3-6] of liq­
uid sheets of uniform thickness to the flow of attenuating liq­
uid sheets as observed in the flow in a fan spray sheet by Dom­
browski, Hasson and Ward [9]. The results in [8] were also ex­
tended to provide a theoretical basis for predicting the effects 
of several factors (e.g., the development of turbulence in the 
liquid sheet or the effects of dissolved and entrained gases etc.) 
on the drop size and the predictions were compared with ex­
perimental data. 

In most of the above investigations, however, the sheet is 
treated as plane (two-dimensional) and of constant thickness. 
But a conical sheet issuing from a swirl nozzle differs from a 
two-dimensional parallel-sided sheet both with respect to cur­
vature and sheet thickness. It is therefore felt that for studying 
the mechanism of instability in a conical sheet and for predic­
ting the drop size when such a sheet disintegrates, it would be 
desireable to take account of curvature as well as the attenua­
tion of the sheet thickness. But, as Squire pointed that, it 
would be quite difficult to investigate the stability of a conical 
film of variable thickness. On the other hand it is an estab­
lished fact that for a high flow velocity, the conical sheet from 
a swirl nozzle breaks up very close to the nozzle orifice such 
that the small segment of the sheet near the orifice can be well 
approximated by a cylindrical sheet. This provides the motiva­
tion for the present investigation where we make a theoretical 
analysis of the instability of a cylindrical sheet of constant 
thickness moving with a uniform velocity relative to the sur­
rounding atmosphere. We believe such an analysis, albeit an 
approximate one, will form a basic step in understanding the 
mechanism of instability in a curved liquid sheet. 

Further it may be pointed out that when a fluid possesses a 
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Fig. 2 Disintegration of water sheet from a swirl nozzle
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which are to be satisfied, to a good degree of approximation,
at the undisturbed surface r = ra + h.

Using (1), it can be readily shown that ¢t and ¢a both of
which satisfy Laplace's equation and the kinematic conditions
(2) are given by

(
a) Jo(ikr)

¢t =A -k - U. exp [i(kz-at)] - Uz
Jo[rk(ra+ h)]

Aa Jo(ikr)
¢ =- exp [i(kz-at)]

a k Jo[ik(ra +h)]

where, Jo is the Bessel function of zeroth order.
The pressures P t and Pain the liquid film and in the air,

respectively, are given by Bernoulli's equations as

p,=p,[~__1 (U_
a
¢J)2 __1 (a¢J)

2
+cJ

at 2 az 2 ar '

Here a cylindrical polar coordinate system is used with z
representing the distance along the axis of the cylindrical
sheet. Further k is related to the wavelength A of the oscilla­
tion by k = 211" IA and a represents the wave velocity and
damping (or growth) of the waves. We have assumed the
disturbance represented by (1) on the outer surface as axisym­
metric and this is consistent with Fig. 2 where the lines of crest
of the waves are circular on the sheet.

We assume that the liquid in the sheet and the surrounding
medium (say, air) are frictionless and are both incompressible.
Further the motions in these two media are taken to be irrota­
tiona!. Let ¢t (= - Uz + ¢J) be the velocity potential of mo­
tion in the liquid sheet and ¢a be the corresponding potential
for the motion of air.

The kinematic conditions are

where C, and Ca are constants.
The instantaneous force balance across the air liquid inter­

face involving the pressures of the liquid and air at the inter­
face and the pressure resulting from the surface tension and
the principal curvature leads to '

= [a¢a __1 (a¢a) 2 __1 (~) 2 +c J
Pa Pa at 2 ar 2 az a

Fig. 1 Waves on a hollow cylindrical liquid sheet

rotary motion, it undergoes a centrifugal acceleration. This
means that a net centrifugal force is present to maintain the
rotation. As long as the fluid is confined within an enclosure
the centrifugal force is supplied by a radial pressure exerted by
the wall of the enclosure on the fluid. As the fluid emerges out
from the enclosure there is no wall to give it a centrifugal
force. Hence the rotation cannot be maintained and the fluid
flies off tangentially. Since the fluid is moving axially as well,
the resultant motion causes a cone to be formed and in this
conical region there is no centrifugal force.

Mathematical Formulation and Stability Analysis

The system considered consists of a cylindrical liquid sheet
of thickness 2h and central radius ra' The sheet is moving with
a uniform velocity U in stagnant air (Fig. 1). For investigating
instability, the disturbances on the outer surface of the sheet
only are considered. Following Squire, we assume that the
displacements of corresponding points on the inner and outer
free surfaces of the sheet are equal in magnitude and in the
same direction.

Let 1) be the displacement of a point on the outer surface of
the sheet given by

1) =Aei(kz-af) (1)

where the constant A represents the amplitude of oscillation.

---- Nomenclature

2h
k

Pa
PI

r
t

thickness of the liquid sheet
wave number along the sheet
pressure of air
pressure of liquid
radial distance
time variable

T
U

W

z =

surface tension
velocity of the liquid sheet
Weber number defined by
equation (13)
distance along the axis of the
sheet
displacement on the surface of
the sheet

velocity potential function
phase velocity of a dis­
turbance
growth rate of disturbance
density of liquid
density of air
wavelength of disturbance
along z-direction
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P\-Pa=- (ra + h) (ra + h) ^ [ ' • " . • ^ H (7) 

where the surface tension Tis assumed constant. Since we are 
making a linear stability analysis, equation (7) may be as­
sumed to hold on the undisturbed interface r = ra + h, to a 
sufficient degree of accuracy. Substituting (1), (3), (4), (5), 
and (6) in (7) and retaining only first order terms in the distur­
bance quantities (within the framework of a linear stability 
theory), we obtain 
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where 
Ij{k(ra + h)] 

hlk{ra + h)] 

(10) 

(11) 

I0 being the modified Bessel function of zeroth order. 
Unstable waves will arise if the expression inside the large 

square brackets on the right-hand side of (10) is negative so 
that a will be complex. If a = ar + iah where a, is the growth 
rate of unstable waves, equation (10) gives 

^ r - < * > " [ • 
4 r ^ i - ^ + ^ ^ K i - P , ) ^ • 

palPk(ra + h)2 (12) 

where the factor 1 - pr is the denominator is replaced by 1 
since pr = 0(10~3) for air-water density ratio. 

Introducing the Weber number W (representing the ratio of 
surface tension and inertia force) as 

( T - « ) -aU)M+ (aU=kU2)M+pr —M W = 
T 

,lP-r 

i T 
{ra + h)2p 

-[l~(ra + h)2k2] 

where 
_ Pa JoW(ra + h)] 

Pr
 P l ' Wk(ra + h)] 

(8) 

(9) 

P a - -a 

equation (12) can be rewritten in a dimensionless form as 

S, = (PrY
A [w[ l - P ( l + A)2](l -Pr)k P-k2(\ + h)2 

(13) 

(14) 

Oi(ra + h) - r h 
where a,=—!— , k = kra, h= — 

U r„ 

It may be noted that in deriving (8) from (7), the terms involv­
ing C,, Ca, and [/disappear due to the force balance on the 
undisturbed sheet as 

and P = 
liW + K)] 

PiC[ -paCa-

The solution of (8) is 

T 1 „ 
(ra + h) 2 

(8a) 

IoW + h)] 

For instability a, is real and this demands from (14) 

k~(l + ti)<l 

and 

W[l-k2(l+h)2](l-pr)kP-k2(l+ti)2>0 

(15) 

(16) 

(17) 
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The inequality (16) implies that for instability, the wavelength 
of the axisymmetric disturbance must exceed the outer cir­
cumference of the liquid sheet. This criterion is similar to that 
of the capillary instability of a cylindrical liquid jet, where the 
surface tension is the primary cause of instability (see Rayleigh 
[10]). It may be noted in this connection that Taylor [11] also 
studied waves on a fluid sheet of uniform thickness where ef­
fects of surface tension are important, while those due to 
aerodynamic forces and gravity are neglected. He showed that 
these capillary waves are of two kinds, symmetrical waves in 
which the displacements of opposite surfaces are in opposite 
directions and the antisymmetrical waves which are non-
dispersive and in which the displacements at corresponding 
points of the opposite surfaces are in the same direction. 
However it should be emphasized that in our present analysis, 
the aerodynamic forces are the principal cause of instability. 
For a, to be maximum, we must have 

-jL[w[i-km+h2m-Pr)kp-kHi+h)2]=o. (is) 
Equation (18) is solved numerically for several values of W 
and h and from this, km, the value of k corresponding to max­
imum growth rate is determined. The corresponding 
wavelength A,„ is then given by 

2TT 

K=~r- (19) 
Km 

Thus from (14) and (18), the maximum growth rate (a, is 
given by 

(*/)max T W[l - kid + h)2)km (1 - p r ) / o [ M l + h)] 

(p,)v L" I0licm(l + h)] 

-kl(l+hf (20) 

Results and Discussions 

A photograph of disintegration of water sheet from a swirl 
nozzle is shown in Fig. 2. It may be seen from (18) that the 
wavelength corresponding to the mode of maximum instabil­
ity depends on the Weber number W. Further it it_clear from 
(14)-(17) that the nondimensional wave number k for which 
instability occurs, is always less than unity. Figure 3 shows 
that for W = 10.00 and h = 0.2, the value of km correspond­
ing to maximum growth rate is 0.52 (approx.). Figure 4 shows 

the variation of X„, (the wavelength corresponding to the max­
imum growth rate) with W for h = 0.2. It may be seen that the 
sheet becomes unstable with respect to long wavelength distur­
bances when W is small i.e., when the inertia forces dominate 
over the surface tension. It may also be seen from Fig. 4 that 
as W increases, X,„ decreases sharply from a high value and 
asymptotically tends to the value 10 (approx.) as W -^ oo. It is 
interesting to note that this asymptotic value for A,„ agrees 
with the corresponding value obtained by Rayleigh [10] in his 
study of the capillary instability of a liquid jet. Of course this 
result is to be expected physically since when W — oo, surface 
tension dominates over the inertia force as in the capillary in­
stability of a liquid jet. Figure 4 further reveals that for a fixed 
value of h, the sheet is always stable if W < 2.5 (approx.). It 
can be seen from Fig. 5 that for a fixed value of h, the max­
imum growth rate of instability increases nonlinearly with in­
crease in W. Thus we would expect that when the surface ten­
sion is not too small (such that W > 2.5), for a sheet of given 
thickness moving with a fixed velocity, increase in surface ten­
sion tends to enhance the growth rate of instability. Variation 
of X,„ with h for W = 30.00 is shown in Fig. 6. It is clear that 
X„, increases slowly but monotonically with h. 
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The Flow Pattern in a Scalene 
Triangular Duct Having Two 
Rounded Corners 
Experiments were carried out to determine the pressure drop characteristics and 
mean velocity distributions in a scalene triangualr duct having two rounded corners. 
The present data for friction factor are adequately represented by the circular pipe 
line for laminar flow, but fall below the latter for turbulent flow. The mean flow 
field is highly asymmetric, the degree of asymmetry being more accentuated along 
lines parallel to the altitude than parallel to the base. 

1. Introduction 

The characteristics of the flow field in triangular passages 
have been the subject of experimental study by a number of 
researchers [1-8], especially in connection with design of com­
pact heat exchange equipment. However, virtually all of the 
available data were obtained with ducts of isosceles or 
equilateral cross-section. There has been almost no investiga­
tion with the scalene configuration. The particular industrial 
application which motivated this study was that of possible 
future design of flow passages for advanced aircraft gas tur­
bine blades. 

The complex nature of the flow field in narrow isosceles 
channels was first detailed by Eckert and Irvine [1]. They 
found that, even at relatively large Reynolds numbers, the 
flow in a duct of small apex angle consisted of two regimes: a 
laminar flow zone in the apex region of the duct, the size of 
which decreased with increasing Re, and a turbulent flow 
which prevailed over the remainder of the duct. Also, their 
results indicated that the Re value at which the flow was 
laminar throughout the entire channel was much lower than 
the critical Re usually quoted for circular tubes. Later, in [2], 
measurements of friction factor characteristics were made in 
which the apex angle was varied between 4.01 and 38.8 deg. 
Their finding was that, although the experimental data, when 
reduced to the hydraulic diameter, showed monotonic increase 
of friction factor with apex angle, the results for any par­
ticular apex angle were substantially lower than those for cir­
cular tubes, regardless of whether the flow was laminar or tur­
bulent. This has been verified experimentally by other in­
vestigators who used ducts of similar design [3-8]. 

Using a birefringent flow visualization technique, Hanks 
and Brooks [3] presented results that were at variance with the 
findings in [1]. Specifically, they reported that, in the process 
of transition from laminar to turbulent flow, the prime region 
of turbulence initiation occurred in the vicinity of the apex, 
and that this resulted in a bifurcated flow over a small Re 
range. Also, with the aid of a birefringent fluid, they at­
tempted to show that the presence of a smoke or dye injecting 
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probe, as was the case in [1], resulted in patterns of light and 
shade that were indicative of a disturbed flow. Their conclu­
sion therefore was that the existence of a dual flow regime was 
entirely the result of the influence of the smoke injecting probe 
on the flow and not due to any physical phenomenon occurr­
ing in the duct. 

That the above conclusion by Hanks and Brooks was not 
necessarily correct has been demonstrated by Bandopadhayay 
and Hinwood [7], who also established quite convincingly that 
the coexistence of laminar and turbulent flow is an inherent 
feature of fluid flow in narrow triangular ducts. The laminar 
flow zone was found to consist of a greatly thickened viscous 
sublayer formed by interaction of the boundary layers on the 
side walls of the duct. 

A comprehensive investigation, which involved meas­
urements and prediction of the mean flow properties and tur­
bulence quantities in an equilateral duct, was carried out by 
Aly et al. [8]. Their turbulent friction factor data were gen­
erally lower than those calculated using the Blasius equation, 
in line with the findings of other investigators. Also, the 
isovels were found to be somewhat dependent on Reynolds 
number, especially for the central portion of the duct where 
local velocities decrease with increasing Reynolds number. 

The primary objective of our research program was to 
determine heat transfer rates in smooth and roughened scalene 
triangular ducts [9, 10]. The need to gain better understanding 
of the complex heat transfer trends, especially in the case of 
the roughened duct, prompted extension of the work to in­
clude measurements of pressure drop and mean velocity. The 
flow Reynolds number was varied between 800 and 40,000. 
Although mean velocity or heat transfer measurements did not 
cover the laminar flow region, pressure drop data were, for 
the sake of completeness, obtained for this region. 

2 Experimental Apparatus and Test Procedures 

The test facility consisted of a blower which delivered air 
through one of two rotameters (depending on the Re range), a 
50.8 mm square plexiglas plenum chamber containing 
aluminum honeycomb and fine mesh screens, and through a 
97De entrance length of a triangular passage which terminated 
in a flange for attachment of the test section. The inlet to the 
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D6 = 14.85mm 

Fig. 1 Cross section of scalene duct 

triangular duct was sharp-edged, the choice of which was 
made with the objective of facilitating the establishment of 
fully developed mean flow conditions prior to the test section. 
The latter was 400 mm long. The cross-section of the duct is il­
lustrated in Fig. 1. As to its fabrication, the oblique sides in­
cluding the two rounded corners were machined from one 
block of plexiglas, while the base was simply a flat section of 
appropriate dimension. 

In order to obtain pressure distributions along the middle of 
each side of the entrance section, flush mounted taps (0.8 mm 
I.D.) were installed 152.4 mm apart. Since preliminary 
measurements with a duct of similar design showed significant 
variation in static pressure at a given cross-section especially at 
low Re, each of the upstream and downstream pressure values 
used in the computation of friction factor was averaged from 
the readings for 18 taps, i.e., 9, 6, and 3 on sides BC, CA, and 
AB (Fig. 1). For each side, the taps were equally spaced over 
the length indicated in Fig. 1. Also, taps, spaced 25.4 mm 
apart, were provided along the middle of each side of the test 
section. 

Static pressures were measured by two Statham unbonded 
strain gauge differential transducers (ranges: ±1.0 and ±6.9 
kPa). The smaller range transducer of greater sensitivity was 
used for low flow rates corresponding to values of Re in the 
range 800 to 10,000, while the other sensed pressures for the 
5,000 < Re < 40,000 range. For the overlapping region, the 
readings for the two transducers were almost identical. A 48 
port scanivalve, equipped with interchangeable connectors, 
facilitated switching amongst the static taps located in the 
duct. The transducer output was recorded on a Hewlett 
Packard 3466A digital voltmeter. Air temperature, which dif­
fered only slightly from that of the laboratory, was measured 
using fine gauge chromel-alumel thermocouple. 

Mean velocity distributions were determined from 
measurements with a cylindrical Pitot-static tube (1.7 mm 
O.D.). The probe was connected to a pressure transducer and 
the outpout was recorded on a digital voltmeter. The travers­
ing mechanism on which the probe was attached consisted of 
two micrometer screws which were mounted on a sliding 
device and then fastened rigidly to a support. By this arrange­
ment distances could be measured precisely in increments of 
1.2 mm and 0.64 mm in the vertical and horizontal directions, 
respectively. Velocity measurements were made at about 
l.3De from the duct exit, i.e., at about l24De from the sharp-
edged inlet. Owing to the unique configuration of the duct, 
more detailed velocity profiles, such as are presented Subse­
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quently, could not be obtained at locations farther upstream 
from the exit. Additional information on the experimental ap­
paratus is available in [11]. 

As to the uncertainties on measured variables, friction fac­
tor data were reproducible to within ± 2 percent. With the pre­
sent instrumentation, velocities were obtained with a high 
degree of accuracy, and it was established that measurement 
errors are about 1-2 percent for the central portion of the 
duct. In the vicinity of the wall, the error in measured 
velocities should be expected to be higher due to the influence 
of the wall on the probe and the large level of turbulent veloc­
ity fluctuations, but these do not have any significant effect on 
the interpretation of some of the gross effects on the mean 
flow observed in the present tests. 

3 Results and Discussion 

3.1 Pressure Drop. The flow development was examined 
through pressure drop measurements, typical results of which 
are shown on Figs. 2 and 3. The results on both figures were 
prepared from the average pressure data as measured along 
the middle of the three sides. The abscissa in Fig. 2 is 
measured from the duct inlet while that in Fig. 3 is taken from 

Nomenclature 

A = duct cross-sectional area 
a = height m 
b = base P 

De = equivalent or hydraulic Pa 

diameter (4A/P„) Pw 

f = Fanning friction factor q 
{{bP/lp^'De/L} Re 

L = distance between pressure taps U 

mass flow rate 
mean static pressure 
atmospheric pressure 
wetted perimeter 
average dynamic head (pV2/!) 
Reynolds number (mDe/Aji.) 
local mean velocity 

V 
X 
r„ 
Y 

Z 
1* 

= 
= 
= 
= 

= 
= 

bulk mean velocity 
distance from duct inlet 
distance from duct exit 
location from base along 
height 
location along the base 
fluid viscosity 

the 
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Fig. 5 Velocity distributions along lines parallel to altitude 

the exit. The reason for presenting the results differently will 
become quite evident from the subsequent discussion of the 
results. It may be noted that the gradient or difference was 
calculated between consecutive taps and the value was plotted 
over the location midway between the taps. Also, it should be 
emphasized that, in view of the already noted cross-sectional 
variation in static pressure and the fact that a large number of 
taps would be required to obtain representative mean 
pressures for the entrance section, a higher accuracy for mean 
static pressure was neither possible nor considerd to be of 
great importance. This is not expected to have significant ef-
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Fig. 6 Velocity distributions along lines parallel to base 

feet on the qualitative interpretation of the trends on both 
figures. 

Figure 2 shows that, with a sharp-edged inlet, the near con­
stancy of streamwise pressure gradient is realized by about 
25£>c for Re < 9,400. Also, the consequence of introducing a 
sharp-edged inlet is clearly evident in that, at the smallest 
X/De of 7.5 for which data were available, pressure gradient 
is positive for each of the Re tested. For Re > 10,000 profiles 
for the 0 < X/De < 30 region exhibited no systematic varia­
tion with Re or X/De and, for some of the Re values tested, 
the presence of several maxima and minina was not uncom­
mon. Although similar results available elsewhere for the 
isosceles geometry are for Re < 7,000 [1, 6], one can readily 
infer from the trends, especially those of [1] for comparable 
inlet geometry to the duct, that a systematic trend for the 
X/De < 30 region is less likely to occur with increasing Re. It 
was therefore considered more logical, at least insofar as the 
approach to fully developed mean flow is concerned, to ex­
amine the alternative representation which is shown in Fig. 3. 
Note that the data for Re = 5,400 is common to both Figs. 2 
and 3, and that the variation with X0/De is fairly linear for 0 
< X0/De < 80. However, for Re = 17,500 and 31,700, the 
data for X0/De > 80 were off the scale. From Figs. 2 and 3 
the conclusion amounts to this: a length of about 25De 

represents the minimum which is required for the establish­
ment of fully developed mean flow conditions when the duct 
inlet is sharp-edged, but a much larger length would probably 
be needed for fully developed turbulence. 

The, pressure drop data for the test section, expressed as the 
Fanning friction factor, are shown in Fig. 4 for laminar and 
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turbulent flow. For the purpose of comparison with the 
literature, the well known laminar and turbulent flow expres­
sions for smooth circular tubes together with the isosceles duct 
results of [2] are also shown. The relation,/ = 0.081 Re" 0 2 7 , 
represents the logarithmic best fit through the present data for 
Re > 5,000. 

Figure 4 shows that, for Re < 1700, the scalene duct data 
are adequately represented by the circular tube line, with tran­
sition from laminar to turbulent occurring in the range of Re 

.between 1,700 and 1,900. However, beyond Re = 2,000, the 
present results deviate markedly from the Blasius relation and 
are the lower set by about 17 percent. For laminar flow, the 
present results are about 14 percent higher than the 38.8 deg 
apex angle results of [2], with about an average difference of 
about 10 percent for turbulent flow, the latter being the higher 
set. Since fully developed turbulent friction factor for the 
isosceles cross-section decreases with decreasing apex angle 
[2], it is to be expected that the data for this scalene configura­
tion would be quite close to the results which were obtained 
with very narrow ducts. This was verified from comparison of 
the present results with those in [2] for 7.96 and 12 deg apex 
angles. Consistent with this agreement, the Re range for tran­
sition from laminar to turbulent flow is also very close to that 
for narrow isosceles ducts. The speculation is that, as with the 
isosceles configuration, the scalene duct friction factor would 
depend on the numerical values for the enclosed angles. Addi­
tional experiments would be required to establish this 
observation. 

3.2 Mean Velocity Distributions. Typical mean velocity 
distributions are presented in Figs. 5 and 6 for Re = 10,800. 
Several ways of presenting the results were attempted, and 
those to be described here were considered to be most helpful 
in examining the salient features of the mean flow as well as 
the heat transfer trends [9, 10]. Figure 5(a) shows results of 
vertical traverses from BD towards BA while, for clarity, the 
same basic information but for traverses from DC to AC is 
displayed in Fig. 5(6). The negative and positive values of Z/b 
lie to the left and to the right of the altitude (DA), respectively. 
Each value of Z has been scaled with BC( = b) which has a 
value of 30.96 mm while the normalizing factor for Y is 
DA( = a) and has a value of 14.29 mm (Fig. 1). 

An alternative perspective for viewing the same experimen­
tal data is through plots of profiles at locations parallel to the 
base (BC). Such plots are presented in Fig. 6. Here, the desire 
to clarify rather than confuse the presentation has also 
prompted breaking the plots into two (Figs. 6(a) and (b)). As 
with Fig. 5, both figures must be viewed simultaneously. It is 
pertinent to note that the smaller the Y/a value, the closer the 
location to the base of the triangle. In other words, with in­
creasing Y/a value, one is moving from the base along the 
altitude toward A. It is also of some interest to note that the 
setup is such that the flow direction is outwards from the page. 

Examination of Figs. 5 and 6 reveals several interesting 
features the prominence of which depend, to some extent, on 
the way the data are plotted. The first, and perhaps the most 
obvious, is that the flow is asymmetric, this being more pro­
nounced in Fig. 5 than in Fig. 6. In other words, the degree of 
asymmetry is more accentuated along lines parallel to the 
altitude than parallel to the base. One clear consequence of 
this flow imbalance is that, although all profiles show marked 
increase in velocity as one moves from the base towards the 
oblique sides, velocities are somewhat higher for the region 
adjacent to BA than CA. It is also especially noticeable in Fig. 
5 that there is a crowding of the velocity profiles for the Y/a 
< 0.2 region. This is entirely the result of lack of strong varia­
tion in velocity in the region adjacent to the base, a fact that is 
best illustrated by the 0.06 < Y/a < 0.3 profiles in Fig. 6. 

Near the base and under the influence of the nearby flat sur­
face, typical profiles are reasonably flat over most of the cen­
tral portion of the channel. With increasing distance from the 

\ Y/a 

Fig. 7 Velocity contour diagram for Re = 5,300 

Fig. 8 Velocity contour diagram for Re = 10,800 

\ Y/a 

Fig. 9 Velocity contour diagram for Re = 24,500 

base, the profiles become more peaked, with some crossing of 
the profiles in clear evidence for regions nearest to the walls. 
This consequence of continuity is in fact expected because, 
since the volumetric flow rate is constant for a given Re, 
modifications which bring about higher velocities over the 
central region must necessarily be compensated by lower 
values close to the walls. All of the trends which have been 
noted in this paragraph have also been shown to exist for 
isosceles ducts [1]. 

Better insight into the nature of the mean flow as well as its 
effect on heat transfer may be gained by considering faired 
velocity contour diagrams which are presented in Figs. 7-9 for 
three values of Re. A typical contour line on each of these 
figures represents the locus of points having almost the same 
velocity, and each line has been scaled with the appropriate 
bulk mean velocity, V, and hence corresponds to a constant 
value of U/V. The additional information on these figures 
deals with the location of maximum velocity at each traverse 
station. These locations have been connected using dashed 
lines. 
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Since the contour diagrams were prepared from the mean 
velocity data, typical results of which have already been 
discussed, all features detailed earlier must also appear on this 
alternative representation. The fact that there is only a gradual 
change in velocity over the central portion of the duct is also 
strikingly apparent from the widely spaced trend in the con­
tour lines. The closely spaced nature of the contour lines near 
the oblique walls, an expected trend, is consistent with the 
more rapid change in velocity as these walls are approached. 
The asymmetric nature of the mean flow, discussed in connec­
tion with Figs. 5 and 6, is clearly noticeable in each of Figs. 7 
through 9. In the first place, the contour lines are more closely 
spaced to the left of the altitude than to the right. Also, the 
U/V values for the region enclosed by the 40° angle are 
generally higher than those which are observed to occur in the 
vicinity of the 26 deg angle. Note that all of the above observa­
tions are clearly in evidence for all Re tested. 

A closer examination of Figs. 7-9 reveals that the mean flow 
field does exhibit several trends that are dependent on Re. The 
first involves the dependence of the contour spacings on Re, 
most noticeably over the central portion of the duct. Thus, 
one observes closely spaced isovels for Re = 5,300, more 
widely space curves for Re = 10,800, but for Re > 14,800, one 
is back again to a contour representation that is not 
significantly different from that for Re = 5,300. It should, 
however, be mentioned that, although not included here, 
mean velocity profiles were obtained for Re= 14,800. This 
dependence is attributed to the existence of transitional flow 
for 1700 < Re < 14,800. Indirect support for this observation 
comes from the smooth and roughened duct heat transfer data 
which indicated two distinct trends with increasing Re: a 
nearly constant heat transfer enhancement factor for the 4,000 
< Re < 12,000 range, the value of which was signficantly 
higher than that for Re > 12,000 [10]. As noted in the in­
troductory section, a similar dependence of the isovel spacing 
on Re was reported for an equilateral duct [8]. 

Another Re effect deals with the ratio of U/V. In this 
regard the results show the generally expected trend of U/V 
decreasing with increasing Re. Although the precise values of 
Umax/V cannot be determined from the available data, these 
are believed to be very close to the highest values which are in­
dicated on these figures. It is of interest to note that, for the 
largest Re of 24,500, the U/V value of j . 29 is not significantly 
different from the circular pipe Umax/Vvalue of 1.25 that can 
be deduced from the graphical presentation in [12]. Although 
each maximum velocity line moves outwards from the altitude 
towards the two rounded corners, there is hardly a Reynolds 
number effect on its location. It is also of some interest to note 
that a steady shift of the point of maximum velocity away 
from the altitude towards the corners was also reported for 
equilateral channels [5]. 

To carry the discussion one step further, one may wish to in­
quire whether the coexistence of laminar and turbulent flow is 
discernable for the range of Re tested or could be expected for 
scalene triangular ducts. In this connection it must not be 
forgotten that, between these two limiting flow regimes, there 
must necessarily exist a transitional flow regime. From the 
general shapes of the profiles in Figs. 5 and 6, the straightfor­
ward conclusion is that, for Re > 5,300, there is no evidence 
in support of a laminar flow zone, although this has been 
shown to exist in a narrow duct at a comparable Re [1]. 
However, the trends evident from Fig. 6 appear to suggest that 
the existence of several flow regimes is quite possible at lower 
values of Re. In this regard it may be noted that, for each of 
the 5 Re values tested, the velocity profiles are almost flat near 
the base, but become more peaked with increasing distance 
from the base. This effect of the nearby flat surface should be 
almost the same with decreasing Re below that considered 
here. In fact, this observation can also be inferred from the 
results given in [1]. Since the velocity profiles of this study do 

exhibit intermediate and fuller shapes, similar to the expected 
trends for transitional and turbulent flows, a valid conclusion 
is that transitional and turbulent flows prevail over most of 
the duct cross-section. 

Although the nature of the flow in the vicinity of the 26 deg 
angle is not laminar, the fact that the local Re in this region 
can be much lower than the bulk Re suggests, though not con­
clusively, that transitional flow may exist here. The same 
reasoning seems to dictate a marginal chance for the presence 
of a transitional flow near the 40 deg region. In the region 
enclosed by the 114 deg angle there is no evidence whatsoever 
in support of a regime other than turbulent flow for Re > 
5,300. 

4 Conclusion 

Experiments were carried out to establish the pressure drop 
characteristics and mean flow pattern for flow of air in a 
scalene triangular duct having two rounded corners and small 
hydraulic diameter. The data for friction factor, when reduced 
to the hydraulic diameter, are adequately represented by the 
circular tube line for laminar flow, but are about 17 percent 
lower than the values that are calculated from the Blasius rela­
tion for turbulent flow. 

The mean flow pattern in a scalene triangular duct is asym­
metric, the degree of asymmetry being more pronounced 
along lines parallel to the altitude than parallel to the base. 
The location of maximum velocity moves outwards from the 
altitude towards the two rounded corners which are enclosed 
by angles of 26 and 40 deg. For any particular Reynolds 
number, local velocities are generally higher in the 40 than the 
26 deg region. 
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Experimental Rayleigh-Taylor 
Instability in a Circular Tube 
The Rayleigh-Taylor instability of an air-water system has been investigated ex­
perimentally. The instability was produced by accelerating a slug of water down a 
vertical circular tube of 6.25 in. inside diameter employing a pressure differential. 
Accelerations from 3 to 25 times gravitational acceleration with fluid depths from 5 
to 20 centimeters were studied. The disturbances first observed were purely axisym-
metric with wave numbers corresponding closely to the fastest growing values given 
by linear theory. Later stages of planform development were characterized by a 
series of transitions which cannot be predicted by linear theory. These transitions 
were correlated with disturbance height. 

I Introduction 

Rayleigh-Taylor instability occurs on the interface between 
two immiscible superposed fluids of different densities when 
the lighter fluid is accelerated toward the heavier one. Chan-
drasekhar [1] has presented the analytical results found using 
linear stability theory. Emmons et al. [2] addressed the 
nonlinear aspects of the stability problem by obtaining higher-
order solutions. This phenomena was later recognized as being 
a singular perturbation problem, and because this was not 
taken into account in their analysis, Emmons et al. obtained 
results which were not valid in the neighborhood of the cutoff 
wave number and were valid only for a short period of time 
for wave numbers greater than the cutoff wave number. Ra-
jappa [3, 4] solved the singular perturbation problem; 
however, his results contained an error. Finally, Nayfeh [5] 
and Kiang [6] obtained correct solutions. 

Lewis [7] was the first to investigate this phenomenon ex­
perimentally. He obtained data for circumstances in which 
surface tension and viscosity should be relatively unimportant, 
and he obtained results which verified the linear theory. Allred 
and Blount [8] performed experiments under circumstances 
where surface tension and viscosity should be important. They 
had a considerable amount of scatter in their data and found 
that their measured initial growth rates were, on the whole, 
less than predicted by linear theory. Later, Emmons et al. [2] 
did experiments in which they found good agreement with 
linear theory for the case in which the disturbance wave 
number was less than the cutoff wave number. However, for 
the case of wave number greater than the cutoff value, they 
observed a condition of over-stability which is not predicted 
by theory. This phenomena might have been caused by im­
perfections in their experimental apparatus [5]. More recently, 
experimental results have been reported by Ratafia [9], Cole 
and Tankin [10], and Popil and Curzon [11]. It may be 
remarked that neither the apparatus nor the results of these in­
vestigations differ significantly from earlier investigations. 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, October 1, 1984. 

The theoretical work done to date focuses on Rayleigh-
Taylor instability in two dimensions. Linear theory can easily 
be generalized to three dimensions as well as to other 
geometries such as the axisymmetric case; however, the results 
obtained from nonlinear analysis cannot. In addition, the ex­
perimental work done so far has examined Rayleigh-Taylor in­
stability in thin rectangular enclosures with the hope of 
isolating the two-dimensional phenomena. Thus the work 
reported here differs from previous work in that a three-
dimensional instability is investigated. The experimental ap­
paratus used in this study is similar to those used by Lewis [7] 
and Allred and Blount [8] with the difference that our test sec­
tion is circular. 

Another difference between this study and previous work is 
that in our experiments the system was not given an initial 
disturbance in the form of forced standing waves which has 
been the standard procedure. This approach limits the 
usefulness of our results when the instability is viewed as an in­
itial value problem; however, we feel that interesting informa­
tion can be obtained from this procedure. We will assume that 
the instability evolves from some sort of random excitation. 
This approach implies that the system is allowed to choose the 
mode with the largest growth rate from what is initially pres­
ent in the system in the form of noise. 

In the discussion that follows we will first give some results 
from linear theory regarding the instability in a cylindrical do­
main. The experimental apparatus will then be described 
followed by a presentation of some results of our experimental 
investigation. 

II Linear Theory 

Consider a system consisting of two immiscible fluids in an 
infinite region separated by a flat interface located in z = 0. If 
both fluids are taken to be in viscid, irrotational and incom­
pressible, and in addition it is assumed that the density of one 
of the fluids is much greater than the other (a reasonable 
assumption for a gas-liquid system), then the linearized equa-
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tions governing the evolution of a small disturbance to this 
system (in cylindrical coordinates) are 
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Fig. 1 The experimental apparatus 

Here, 17 is the perturbed surface elevation and <j> is the velocity 
potential of the denser fluid, defined by 

v = V0. 

Also, a is the surface tension, p is the density of the heavier 
fluid, and a is the acceleration of the system relative to a free 
failing reference frame (positive when directed in the negative 
z direction). An arbitrary solution for surface height can be 
constructed from a series of the form 

l('^)= L J^A(k,n)e" cos (nd)J„(kr) (1) 

where n is an integer and k is a wave number. The growth rate, 
a, of the instability is given by the following dispersion rela­
tion 

k3 

a2 = ak-a— (2) 
P 

Using equation (2) it can easily be shown that the wave 
number with the maximum growth rate is given by 

'-(-£)' (3) 

If k is large enough, a will be imaginary and thus in the context 
of linear theory the system is stable. The value of wave 
number which divides stable solutions from unstable solutions 
is called the cutoff wave number and is given by 

© (4) 

Now if we restrict our interest to fluids contained in a circular 
tube of radius R, the set of allowable wave numbers is 
restricted. Only values of k satisfying the condition 

dr 
[J„{kr)]\r=R=0 (5) 

are then acceptable. If the component we are interested in has 
m complete radial waves contained in the interval 0<rsR 
then k is found from the relation 

Jn,2m+\ 

R 
(6) 

where j'„ ,• is the ;th zero of the derivative of the Bessel function 
J„. 

Suppose now that at / = 0 the disturbances are described as 
white noise of infinitesimal amplitude. If the amplitudes of 
these disturbances are small enough the solutions should be 
accurately governed by linear theory for an appreciable length 
of time. By the time the system reaches the point where linear 
theory no longer adequately describes the phenomena, only 
the component with wave number closest to kd should be 
present. 

Ill Experimental Apparatus and Procedure 

In the experiments that comprise this study a column of 
water is accelerated down the length of a tube by imposing a 
pressure differential across it. Since we are primarily in­
terested in Rayleigh-Taylor instability in which the accelera­
tion is constant, it is important that the apparatus is designed 
so that this condition is closely satisfied. There are two con­
siderations which will insure that this requirement is met. 
First, the pressure differential must be fairly constant. This 
condition is assured by employing a large enough high 
pressure reservoir and also by minimizing the flow losses in the 
delivery system. A second consideration is that the friction 
losses of the water slug are kept to a minimum. Unfortunately, 
not much can be done to reduce the drag of the water on the 
tube wall. However, in our experiments a disk is used to insure 
that the lower liquid surface remains flat. In this case a careful 
choice of materials will reduce the friction between this disk 
and the tube wall. 

Figure 1 is a schematic drawing of the apparatus used for 
the experiment. A 1700 liter air tank, A, mounted 2 m above 
ground feeds into an aluminum pipe, B of 15.88 cm (6.25 in.) 
inside diameter and 122 cm long which extends vertically 
downwards. Two circular plexiglass tubes, C and D, of the 
same inside diameter as the pipe and having lengths of 53 cm 
each, are bolted on to the bottom of the aluminum pipe to 
constitute the test section. Aluminum foil diaphragms are in­
serted in the joint between C and D and at the bottom end of 
the test section to create two separate chambers (the upper 
chamber consists of sections A, B, and C while the lower 

A 
a 
g 

J„ 

= amplitude function 
= virtual acceleration 
= gravitational acceleration 
= Bessel function 
= /th zero of the derivative of 

the Bessel function J„ 

k = wave number 
kc = cutoff wave number 
kd = fastest growing wave number 
m = number of radial waves 
n = azimuthal wave number 

r, 8, z = spatial coordinates 
R = tube radius 

/ = time 
v = velocity 
a = surface tension 
p = density 
a = growth .ate 
7; = surface wave height 
4> = velocity potential 
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side view

Fig. 2 A consecutive series of photographs of the instabillfy taken
from the films of run 19

chamber is the plexiglass tube D). They are sandwiched
together between flanges with 3.2 mm (118 in.) rubber gaskets
in order to ensure a good seal. The bottom chamber is con­
nected via a shut-off valve, E, to A by means of a tygon tube,
so that it can be isolated from the upper chamber. A 3.4 cm
thick teflon disk, P, hollowed out from the bottom and
rendered water tight by a circular metal cover rests on the up­
per diaphragm. The disk fits snugly within the test section, but
can nevertheless slide freely up and down with minimal
friction.

Water is poured on top of the disk through an opening, G,
in the aluminum pipe. A cutter, H, made of steel pipe 15.24
cm (6 in.) in diameter with 32 mm (118 in.) wall thickness and
10 cm long and with razor blades taped around its bottom
edge, is held immediately below the upper diaphragm by
means of a V-shaped magnet, I, placed against the outer wall
of the test section. Two pressure transducers, J, are employed
in the experiment. One is located on B and the other at the top
of D. Their output is fed via an amplifier to a computer to
enable pressures to be recorded during the experiment. In
order to minimize vibration, the test section is braced at its
center with two steel tubes at right angles to each other, which
are clamped to nearby solid benches. Half of a 55 gallon
drum, L, situated under the exit of the test section acts as a
container to catch the ejected water. This tank is partially fill­
ed with polystyrene foam in order to absorb the impact of the
cutter and disk.

A pair of high speed cameras were used to film the develop­
ment of the Rayleigh-Taylor instability. One is placed directly
above the water surface, for which an optical opening, K, is
provided at the top of the aluminum pipe B. The other camera
is aimed horizontally at the test section from about four feet
away. One hundred-foot rolls of black and white Kodak 4X
7277 reversal film were employed for the photography. The
speed setting of the cameras was 1000 frames per second.
Lighting was provided by three 500-watt floodlights located
behind the test section with a 32 mm (l/8 in.) thick white
plastic screen placed in the light path in order to diffuse the

462/VoI.107, DECEMBER 1985

light. Three additional 1000-watt tungsten lights illuminated
the test section from the front and sides at a height slightly
above the initial level of the water surface. With the aperture
in both cameras set between f4 and f5.6, the arrangement pro­
duced reasonable exposure. In order to synchronize the
photography with the acceleration of the slug of water and
with the recording of pressure, use was made of a switch incor­
porated in the side camera to activate the analog to digital con­
verter in the computer in conjunction with the ignition of a
flash bulb. This switching mechanism can be made to function
at any time after the camera is started. In our particular case
the switch was made to operate after about 25 ft of film had
been exposed by which time the camera had reached a steady
speed.

Once the water has been introduced and the cameras load­
ed, the experimental procedure is as follows. The system is
pressurized until the pressure necessary to produce the desired
acceleration is attained. This is achieved by allowing com­
pressed air to flow into tank A with shut-off valve E open,
thus pressurizing sections C and D equally. The shut-off valve
is then closed to isolate chamber D, and the cameras are
started simultaneously. When the analog to digital converter is
activated (about a second later), pressure recording begins and
at the same instant the flashbulb lights, signaling an operator
to pull the magnet away from the test section. The cutter is
then free to fall and an instant later breaks the bottom
diaphragm causing a sharp release of pressure. The pressure
differential thus created between C and D, in turn causes the
disk and water to suddenly break through the upper
diaphragm with the prescribed acceleration.

A single sheet of 0.00762 mm (0.0003 in.) thick aluminum
foil was used for the upper diaphragm, whereas for the bot­
tom standard commercially available material proved
adequate.

IV Discussion of Results

Runs were first made in order to determine the effect of li­
quid depth on the resulting instability. These consisted of runs
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Table 1 Planf orm observations 
RADIAL WAVES AZIMUTHAL 

LIQUID 
RUN a/g HEIGHT 

Time of m Time of n 
Appearance Appearance 

13 8.0 5 cm 37 ms 6-8 40 ms 36-40o 

14 9.0 10 cm 24 ms 7-8/2 35 ms 48 o 

48-52 o 
15 8.6 15 cm 28 ms 6/2-8/2 38 ms 16 /' 

16 9.3 20 cm 18 ms 7-9 33 ms 48-52 o 

18 3.3 15 cm — 4-5 62 ms 26-32 o 

48-50 o 
19 9.1 15 cm 11ms 7 Z - 9 26 ms 40 / 

52-60 o 
20 15.0 15 cm 11ms 9/2-IO/2 20 ms 36/ 

60-64 o 
21 24.2 15 cm 12 ms 1 0 - 1 3 / 17 ms 36/ 

made with depths of 5, 10, 15, and 20 centimeters. All were ac­
celerated at approximately 10 times gravitational acceleration. 
Next, runs were made with a 15 cm fluid layer and were ac­
celerated at approximately 3, 10, 15, and 25 times gravity in 
order to determine the effect of varying acceleration. Table 1 
gives observations made in viewing the films of eight of these 
runs. Figure 2 is a photographic record of the evolution of the 
instability obtained from the films of run 19. It contains con­
secutive views from the top and side corresponding to times of 
20, 25, 30, 40, and 50 milliseconds after the start of the ac­
celeration. This run is typical in that the general behavior 
observed in Fig. 2 was found in all the runs. 

The acceleration of the liquid slug was measured by record­
ing the location of the disk as a function of time off the film. 
A rule attached to the side of the test section was used in tak­
ing these measurements. After the measurements were cor­
rected for parallax, the square root of the displacement of the 
disk from its initial position was plotted versus time. If the ac­
celeration is constant, this data will fall on a straight line. The 
slope of this line is then proportional to the square root of the 
acceleration. Figure 3 is a typical plot of these data along with 
the line fit to this data. The good correlation between the data 
and the line is an indication that the acceleration is very nearly 
constant. 

A. Plan View. When viewed from the top the instability 
exhibited several distinct stages of development. With an in­
itially flat interface, a short time after the system was im­
pulsively started purely axisymmetric waves in the form of 
concentric rings were observed. The first two frames of Fig. 2 
give a typical view of this kind of disturbance. These waves 
continued to grow until a point was reached where azimuthal 
waves became visible. The third frame of Fig. 2 is a typical 
view of this stage. As the instability continued to evolve, the 
troughs of the waves began to form into bubbles, and at this 
point the surface structure degenerated to a point where sym­
metry was lost. This stage is characterized by the radial waves 
(rings) becoming wavy or noncircular. Additionally, as the 
bubbles evolved, some grew at the expense of others so that 
the number of radial waves contained in the tube appeared to 
decrease. Finally, as the instability was viewed in its later 
stages, the periodicity of the phenomena vanished, and the 
system became one of apparent chaos. 
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WAVES 

LOSS OF LOSS OF 
SYMMETRY PERIODICITY COMMENTS 

Small ring amplitude, not very cir-
45 ms 70 ms cular 

Azimuthal waves only at tube 
wall 

Good ring structure, 
45 ms 70 ms Azimuthal waves not well de­

fined in center 
Good ring structure, 

45 ms 65 ms Azimuthal 
waves not well defined in center 

Good axial and Azimuthal 
40 ms 60 ms wave structure 

Ring structure poor, small ampli-
— 125 ms tude in center 

Azimuthal waves only near 
tube wall 

33 ms 50 ms Good structure 

25 ms 40 ms Good structure 

22 ms 38 ms Good structure 

3 

II 
Q 

0 10 20 30 40 

TIME (milliseconds) 

Fig. 3 Typical plot of the square root of disk displacement 

Some observations of the runs made in this investigation are 
summarized in Table 1. Given in this table are approximate 
times of onset of the different regimes mentioned above. 
These values represent the time elapsed from the start to the 
instant the new stage of development first became evident. 
The observed transitions were not always sharp so that these 
numbers are very rough. There are large differences in this 
data between the runs when the liquid depth was varied which 
intuitively should not occur. The time of appearance of the 
radial waves should not be affected by liquid depth. Even the 
shallowest liquid layer used in this situation can be assumed to 
be of infinite depth on the basis of linear theory. In addition 
there is a large difference in the onset times between runs 15 
and 19 even though the accelerations of these two runs were 
very nearly the same and the liquid layer depths were identical. 
However, since we do not have control over initial distur­
bances it is possible that the differences in the onset times are 
due to the fact that different runs contained initial distur­
bances of largely different amplitude. Nevertheless, when 
looking at the runs for which acceleration is varied, the times 
behave as would be expected, decreasing as acceleration is 
increased. 

Table 1 also contains measured values of the number of 
radial and azimuthal waves observed in each run. Here m is 
the number of complete radial waves counted from the center 
to the wall along a radius and n is the number of azimuthal 
waves counted in a complete circle at a fixed radius. The letter 
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ACCELERATION (a/g) 

Fig. 4 Measured wave number plotted along with the curve for the 
fastest growing wave number found from linear theory 

"o" refers to the number of azimuthal waves counted on the 
outermost ring (r = R) and " / " refers to the number at some 
intermediate radius (rsR/2). The error in these measurements 
is indicated by the fact that the observed wave lengths were not 
uniform. For the case of radial waves, different numbers were 
obtained by counting along different radii. As for the 
azimuthal waves, for much of the time the view was such that 
sharp definition was lacking in a complete circle so that these 
numbers are largely estimates. 

In the runs with either low acceleration or small liquid depth 
the unstable disturbance was predominantly confined to the 
region near the tube wall. In runs 13 and 18 the radial waves 
never reached appreciable size in the center portion of the 
tube. Thus, the measurements for m in these runs are 
estimates. In addition, for the cases of low acceleration and 
small depth, the azimuthal waves only appear adjacent to the 
wall. As depth or acceleration was increased the wave struc­
ture became homogeneous throughout the tube cross-section. 
It is not clear what causes this behavior; however, these results 
are consistent with observations made by Emmons et al. [2]. 
In their experiments Emmons et al. made a few runs in which 
they induced no initial perturbation. In those runs they 
observed that the disturbance that evolved was primarily con­
fined to the edges of their enclosure. Since they made no runs 
with acceleration greater than approximately 6 g their ex­
periments qualify as being of low acceleration in terms of our 
present experiments. 

We have stated that according to linear theory the solution 
for surface shape has the form 

£ ^A(k,n)e°'cos(n8)J„(kr) (V) 

where the summations are over sequences of n and k satisfying 
a periodicity condition in 9 and a boundary condition at r=R. 
Further, provided that the initial perturbation can reasonably 
be described as white noise of infinitesimal amplitude, at a 
time sufficiently large the solution can be approximated by 

ri=A(t) cos (n6)J„(kr) (8) 

where the values of n and k are such that maximize the growth 
rate, a. Equation (7) represents a two parameter family of 
solutions of which one is singled out as the most likely to 
dominate the final solution. In every experimental run made 
we observed that initially the disturbance was purely axisym-
metric. This means that in all cases the first disturbance that 
became visible was a mode in which n = 0. It is highly unlikely 
that in all these runs a mode with n = 0 represented the compo­
nent with the largest growth rate. On the contrary given any 
set of parameter values it is usually the case that a mode with 
n^Q can be found with a corresponding growth rate larger 
than all possible modes with « = 0. A likely explanation for 
this absence of azimuthal waves is that in our experiments the 

Si 

C O 

ce-i-
< LU 

<"5 

T RUN 16 
# RUN 18 

RUN 19 

# jf S RUN 2C 

_ i _ _ i _ _ i _ _ i _ 
0 10 20 30 40 50 60 70 80 90 100 

TIME (milliseconds) 

Fig. 5 Square root of the disturbance height for the runs with a liquid 
depth of 15 cm 

nonaxisymmetric modes may have been missing (or at least 
present but with amplitudes much smaller than the axisym-
metric modes) from the initial perturbations. Another ex­
planation is that nonlinear effects may have become important 
prior to the time that the instability first became visible. 

Wave numbers of the observed axisymmetric disturbances 
can easily be calculated from the data in Table 1 and using 
equation (6). In Fig. 4 this wave number data are plotted ver­
sus acceleration. Figure 4 also contains a curve representing 
the fastest growing wave number calculated using equation 
(3). As can be seen, the measured wave numbers agree very 
well with what is predicted by linear theory. Thus, although 
the initial instability we observed appeared to be restricted in 
some way (i.e., not as general as predicted by linear theory), 
the wave numbers selected correspond well with the fastest 
growing wave numbers. This implies that the assumption that 
there is an equal opportunity for initial disturbances of all 
wave numbers to develop is satisfied at least for the case of ax­
isymmetric modes. 

In runs where the azimuthal waves appeared uniformly over 
the surface, the value of n decreased as radius decreased. In 
fact, it appeared that the wave lengths of these disturbances, 
not their number, was more or less constant. This observation 
is in disagreement with linear theory which gives, according to 
equation (8), a fixed value of n. However, in the linear solu­
tion the radial dependence is affected by the value of n. In our 
experiments we initially saw a purely axisymmetric wave form 
so that the radial dependence was then fixed in terms of J0. 
When the azimuthal waves appeared it was too late to change 
the radial structure. If waves of large n were superposed on the 
initial axisymmetric waveform, it would mean that the effec­
tive azimuthal wave lengths would be very short near the 
center and thus below the cutoff wave length. This effect is ac­
counted for in the linear solution by the fact that, for large n 
and small r, J„(kr)< < 1. Also the effective wave lengths in 
J„(kr) increase as n increases. 

Linear theory falls short of explaining some important 
aspects of our experimental observations. Clearly a nonlinear 
analysis is needed to predict the appearance of the azimuthal 
disturbances we observed. This could have been guessed 
beforehand from the fact that the initial axisymmetric distur­
bances have grown to appreciable size before the azimuthal 
waves first appear. In addition, it is possible that the transition 
from a purely axisymmetric disturbance to a fully three-
dimensional one represents a bifurcation in the associated 
stability problem. Further investigation into these nonlinear 
topics would certainly aid in the understanding of these 
phenomena. 

B. Side View. The most interesting side views of the in­
stability occur later in the run. The last two frames of Fig. 2 
are typical of this stage. At this point the axial ring-like waves 
have evolved into concentric cylindrical sheets. These are the 
three-dimensional analogs to the "spikes" described in ex-
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Fig. 6 Square root of the disturbance height for the runs accelerated at 
approximately 10 g 

periments dealing with the two-dimensional phenomenon. In 
close examination of these pictures it appears that the 
azimuthal waves are predominantly confined to the troughs or 
bubbles of the axial disturbances. Not much azimuthal 
dependence is evident in the spike portion of the instability in 
this view. In addition, the outermost trough is seen to be much 
larger than its interior counterparts. This is obviously due to 
the effect of the tube wall on the instability. 

The displacement of the free surface from its original planar 
position can be found by taking the difference between the 
measured displacement of the disk and the distance traveled 
by the position of interest on the free surface. This method 
was used along with measurements taken from the film to ob­
tain wave heights. However, error in these results may be 
substantial due to the fact that in this method two fairly large 
measurements with associated error are subtracted to obtain a 
small result. Thus, measurements of wave height when the 
disturbance amplitudes are very small (less than 2 mm) will not 
be very accurate. 

Figure 5 is a plot of the square root of wave height versus 
time for the runs where liquid depth was 15 cm. The heights 
represent the amount by which a selected wave extends above 
the initially flat interface. In each run the wave we chose to 
measure was one which was clearly defined on the film and 
thus was easy to measure throughout its development. In these 
measurements the error bounds are approximately ± 2 mm, 
thus the earliest measurements are not very accurate. In addi­
tion, there is error in the measurement of time associated with 
the inaccuracy in the determination of the instant the process 
began. This error is estimated to be ± 2 ms. The first thing 
one may notice in Fig. 5 is that the trajectories plotted are 
nicely arranged in order of decreasing acceleration which 
should be expected. However, one bothersome point is that 
the spacing between these curves is not consistent. The dif­
ferences between the wave heights of runs 15 and 19 is con­
siderable; however these runs were accelerated at very closely 
the same rate (8.6 g and 9.1 g, respectively). This fact is not 
consistent with the relative spacings between other runs (such 
as runs 19 and 20 where accelerations were 9.1 g and 15 g, 
respectively). These inconsistencies agree with the observa­
tions in the previous section regarding the relative times at 
which processes become noticeable. The explanation given 
there is applicable here; that is, because we have relinquished 
control over initial disturbances in these experiments we must 
accept the fact that large discrepancies (i.e., scatter) may occur 
in growth rate results. 

Figure 6 is a plot of the square root of wave height versus 
time for the runs where the acceleration was approximately 
constant and the liquid depth was varied. In this plot it ap­
pears that there might be a weak connection between growth 
rate and liquid depth with which growth rate increases with 
depth. However, because of the apparent scatter observed in 
Fig. 5 this conclusion cannot be made. In both Figs. 5 and 6 
the trajectories approach straight lines as time increases. This 
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Planform transition points plotted on the disturbance height 

corresponds to the wave crests accelerating at a constant rate. 
This behavior has been observed by previous experimenters 
and can as well be predicted by theory (when surface tension is 
neglected). The slopes of these lines can be measured to obtain 
estimates of the value of acceleration. This was done and we 
found that the spike acceleration was approximately 80 per­
cent of the acceleration of the liquid slug for all runs made ex­
cept for run 18. In this run the spike acceleration turned out to 
be approximately 30 percent of the slug acceleration. Thus, in 
the later stages of most of the runs made the spikes were very 
nearly in free fall. The exception was the run of lowest ac­
celeration. Emmons et al. [2] performed their experiments 
with accelerations in the range of 2 g to 6 g and found that in 
the latter stages of development their spikes were accelerating 
at roughly 1/3 free fall. This is consistent with our result for 
run 18. 

The wave height curve for run 18 is odd in that it has a dip in 
it very early in its growth. Since the wave height is so small in 
the neighborhood of this point, it is not clear whether this 
peculiarity is real or whether it is the result of error in taking 
measurements. 

Figure 7 is a plot of wave height versus time for all the runs 
in Table 1. On each curve is marked the approximate location 
of the first two transitions noted in the previous section. The 
solid hexagons mark the points of first appearance of 
azimuthal waves. The solid crosses mark the location where 
the rings started to lose their circular form and become 
distorted. The corresponding wave heights at these points can 
easily be ascertained. It is apparent that these transitions are 
correlated very nicely in terms of wave height. The transition 
points fall into bands of wave height which does not occur 
when correlating in terms of transition time. Thus, for the ex­
periments run in this investigation, the transition from a pure­
ly axisymmetric disturbance to one with azimuthal dependence 
occurs when the wave crests reach a height of approximately 2 
mm to 5 mm. Likewise the degeneration of the symmetric cir­
cular structure occurs when the instability waves reach a 
height of approximately 0.8 to 1.2 centimeters. The next tran­
sition (transition to chaos) occurs after the point of termina­
tion of wave height measurements; however, if these 
measurements are extrapolated this process can be found to 
occur when wave height reaches approximately 4 to 7 
centimeters. 

V Conclusions 

We have investigated experimentally the Rayleigh-Taylor 
instability of an air-water system in a circular tube. The system 
was not artificially given an initial disturbance so that precise 
initial conditions could not be determined. This lack of data is 
a shortcoming in that certain types of quantitative informa­
tion cannot be obtained from our experiments. In particular, 
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we have seen that uncertainties with the initial conditions have 
led to inconsistencies in our measurements of wave heights as 
functions of time. Nevertheless, some quantitative as well as a 
lot of interesting qualitative information has been obtained. 

We have found that in the absence of artificially induced in­
itial free surface shape a purely axisymmetric disturbance first 
develops. Although the disturbance is not as general as the ex­
act solutions found from linear theory, the measured wave 
numbers are in good agreement with the fastest growing wave 
numbers obtained from that analysis. We have also observed 
the evolution of the instability to higher levels of complexity. 
We have broken this process into four regimes: axisymmetric, 
fully three-dimensional, nonsymmetrical but still periodic, 
and chaotic. We have recorded the approximate locations of 
the transitions from one regime to the next. The first transi­
tion is fairly sharp and because of this fact may be an indica­
tion of a bifurcation phenomena; however, the next two tran­
sitions are not so distinct. Finally, we have found that these 
transitions points can be correlated fairly well by considering 
the disturbance amplitude associated with the time of transi­
tion from one regime to the next. 
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Numerical Solution of Two-
Dimensional Turbulent Separated 
Flows Using a Reynolds Stress 
Closure Model 
Turbulent boundary layer separation is studied using the turbulence closure model 
suggested by Mellor and Yamada. An explicit central finite-differencing scheme is 
used to solve the governing transport equations. Three flow problems are con­
sidered: separation on aflat surface, separation and reattachment over a backward-
facing step, and turbulent free shear layer with streamwise curvature. In the problem 
of separation behind a backward-facing step, nearly cyclic vortex shedding is ob­
tained whereas the other two problems are stationary. The computed results for 
both mean and turbulence quantities are in fairly good agreement with experimental 
data. 

Introduction 

Separation of turbulent boundary layers is observed in 
many fluid devices such as airfoils, diffusers, and tur-
bomachines. Flow separation produces significant losses in the 
performance of the machines and naturally has been of great 
interest to engineers for many years. In the separation zone the 
mean flow changes direction, requiring the use of 
directionally-sensitive instruments for reliable measurements. 
Unfortunately, most of the well-established techniques such as 
hot-wires are not directionally-sensitive limiting their use to 
measurements taken before separation. However, useful ex­
perimental information in the separation zone has become 
available with the introduction of the laser-Doppler 
anemometry. 

Theoretical studies of turbulent separated flows are not 
easy. Turbulence is, itself, complicated and the problem 
becomes more difficult with flow separation. For example, the 
boundary-layer equations are not valid for separated flows, 
nor does the law-of-the-wall hold near the separation point. 
Separation also prevents the application of some turbulence 
closure models which are widely used for simpler flows. Close 
to the separation region the experimentally observed mixing 
lengths [1-3] become smaller than those predicted by mixing 
length models and in the separation region the eddy viscosity 
can be negative. 

In this study, the full Reynolds stress closure model sug­
gested by Mellor [4] and by Mellor and Yamada [5] is applied 
to two-dimensional (planar), incompressible turbulent 
separated flows. Three flow problems are considered. In the 
first problem, separation on a flat surface is studied. The flow 
is stationary and the prevailing pressure gradient is the most 
important factor in the determination of the overall flow con­
figuration. In the second problem, separation and reattach-

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, December 13, 1982. 

ment behind a backward-facing step is studied. In this 
problem nearly cyclic vortex shedding is obtained. In the third 
problem, a free shear layer with streamwise curvature is 
studied. In this problem separation is prevented by boundary 
layer suction. The flow is stationary and is like a jet near the 
walls. 

For the three problems under study, the turbulence model 
and the modeling constants are not modified. The results are 
compared with the experimental data presented at the 1980-81 
AFOSR-HTTM-Stanford Conference on Complex Turbulent 
Flows, Comparison of Computation and Experiment [6]. 

The Governing Differential Equations 

In this study, the vorticity-stream function approach is 
used. The ensemble mean stream function equation, 

d2\p a v _ 
dx2 By2 (1) 

is obtained from the definition of the stream function (£/, V) 
= (d\f//dy, -d\p/dx) and the mean vorticity, £ = dU/dy — 
dV/dx; ([/, V) is the mean velocity vector. The transport equa­
tion for the mean vorticity, 

Dt, d2(-uv) d2(v2-u2) d2(-uv) 

Dt dx2 dxdy by2 (2) 

is derived by taking the curl of the mean momentum equation. 
The material derivative, D{ )/Dt = d( )/dt + Ud( )/dx + 
Vd( )/dy, contains the local time derivative and the advective 
space derivatives. 

For the Reynolds stresses that appear in equation (2), we use 
the closure model suggested by Mellor et al. [4, 5]: 
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where we define AT = 3lqSq/5, q1 = u2 + v2 + w2, A , = 
0.92, 5 , = 16.6, C, = 0.08 and Sq = 0.2. 

The length scale, /, in equation (3) is modeled by another 
transport equation, 

D(q2l) _ d 

~~dx Dt 
[lis, d(q2D 

dx J 

41-.Q : 
dy 

qlS, 
d(q2D 

dy 

— /dU dV\ 

- 2 dU _, dVl - u 2 u 2 — J , (4) 
dV 

— v*- — 
dx dy 

where a wall proximity length scale, L, is defined according to 

1 C ds 
L - ' ( x ) = -

I x - x J 2 (5) 

x is any point in the fluid domain bounded by solid wall at x,v, 
and ds = I d\w I. The modeling constants in equation (4) are 

Nomenclature 

Ex = 1.8, E2 

constant. 
1.33, S, = 0.2; K = 0.41 is Von Karman's 

Numerical Technique 

The local time derivative and advective space derivative 
parts of the left sides of (2)-(4) are differenced by explicit cen­
tral differencing and leapfrog schemes respectively. Equation 
(1) is also centrally differenced and is solved using an 
alternating-direction implicit (ADI) method. 

Initially, the flow is irrotational and the Reynolds stresses 
and length scale are set to small arbitrary values. Then (2)-(4) 
are used to update the vorticity, stress components and length 
scale to the next time level. Boundary values will be stipulated 
in the following discussion for each of the three problems. 
After the updated vorticity distribution is obtained, equation 
(1) is solved for the stream function. The time stepping process 
is repeated until either a steady-state solution or cyclically 
repeating solutions are obtained. 
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friction velocity, 
( = V l r J / p ) 
reference velocity, m/s 
freestream velocity 
position vector 
reattachment location 
parameter used in wall layer model 
corner vorticity parameter 
boundary layer thickness 
Von Karman constant, ( = 0.41) 
kinematic viscosity 
vorticity 
corner vorticity 
density 
total shear stress 
shear stress at the wall 
stream function 
notation for cycle averaged quantities 
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To maintain computational stability, an explicit diffusion is 
added to the transport equations. This is a fraction of the ar­
tificial diffusion term inherent in the upwind forward scheme. 
In each flow problem, the minimum value is used for this frac­
tion which introduces artificial viscosities of the order of Ax2 

and Ay2, respectively, and the second order accuracy of the 
scheme is preserved (p. 66 [7]). 

Turbulent Boundary Layer Separation on a Flat Surface 

Although flow separation on a flat surface is the simplest 
geometry to study, until recently very little quantitative infor­
mation has been available due to lack of proper instrumenta­
tion. Recently Simpson et al. [1-3] obtained useful data in the 
separation zone using directionally-sensitive laser-Doppler 
anemometry. The schematic sideview of the wind tunnel they 
used in their experiments is shown in Fig. 1. At sections A, B, 
and C there is boundary layer suction and high momentum 
fluid supply to prevent separation at the top wall. 

1 

y(m) 

0 
I 1 1 1 1 1 1 ! 1 

0 1 2 3 4 5 6 7 8 

x(m) 
Fig. 1 Schematic of experimental apparatus 

Computations for this case were on a 45 x 45 grid located 
between x= 2.197 m and JC = 4 . 3 4 m in the horizontal direction 
and between y = Q and .y = 0.328 m in the vertical direction. 
The purpose of the computations was to simulate the flow 
structure of the turbulent boundary layer under the effect of 
an adverse pressure gradient. Therefore, experimental data 
were used only in defining the entrance conditions and for 
specifying the freestream velocity at the top boundary. At the 
entrance section, £ (assuming d V/dx = 0), yp,u2,v2 and uv 
were obtained from the data. Since data were not available for 
w2 and /, w2 was assumed to be w2 = v2 and / was obtained by 
assuming an equilibrium turbulent boundary layer at the en­
trance. At the exit section, we let d2\p/dx2 = 0, d£/dx = 0, 
duju,/dx = 0 and dq2l/dx_=Q. At the wall, \j^ = l = Q; Neuman 
boundary conditions, du2/dy = dv2/dy = dw2/dy = 0, were 
used for the turbulence intensities. At the top open bound­
ary d%/dy = 0, dUjUj/by = Q, dq2l/dy = 0 boundary condi­
tions were used and the freestream velocity was obtained from 
the data. 

The turbulence model does not include the viscous sub­
layer, i.e., the model calculates the "outer function" which 
must be matched to an "inner wall function" which, in the 
case of non-separating flows, is the law-of-the-wall. The 
numerical mechanics are that, given a calculated velocity, U, 
at the point nearest the wall, y, the wall function must supply 
the wall shear stress. Although the straight law-of-the-wall 
function does work operationally we have found that the wall 
model suggested by Mellor [8]1 yields results in closer agree­
ment with data. This model had been shown to compare well 
with data close to separation; its capability of coping with ful­
ly separated flow has not been established. 

The model may be cast in the form U/uT =f(yuT/v, T/TW) 
where TW is the wall (kinematic) stress (I rw I = u2) and U and T 

1 This wall layer model is based on an effective viscosity which asymptotes to 
the molecular viscosity near the wall and the Prandtl relation K2 y2 I dll/dy I far 
from the wall and a linear variation of the total shear stress close to the wall. It 
may also be shown that equations (3) and (4) asymptote to the Prandtl relation 
close to wall. Thus, in the parlance of singular perturbation theory, we 
numerically calculate the outer function which is matched to an inner, analytical 
function represented by equations (6) and (7). 

are the mean velocity and stress at y. Specifically, outside of 
the viscous sublayer the model yields when TW and T have the 
same sign: 

U 1 
^ — — = fl+ + In 

«Tsign(Tw) K 

WT 

- ] • (6) 

or when T„ and T have opposite signs: 

U 2 r -r 1/2 

ursign(Tw) 

+ In 

- = B 
K L 

yuT 

V 

4 

T 
+ 1 _ 

+ 1 

H tan" 
K 

(7) 

where sign (r„) = T W / I T W I and B+ depends on the nondimen-
sional parameter a = (T/TW- \)/(yu7/v). As T/TIV — 1 , the wall 
model asymptotes to the conventional law-of-the-wall rela­
tion. Also B+ - 4 . 9 as T / T . , , - 1 . 

0.328 
y(m) 

2.197 x(m) 4.34 

Fig. 2 The streamlines for the separated flow on a flat surface 

By numerically integrating the transport equations for a 
time - 4 0 H/U0 (H=2 m, U0 = 20.43 m/sec) a stationary, 
separated flow configuration is obtained. The streamlines of 
the stationary flow are shown in Fig. 2. The mean velocity U, 
turbulence intensity u', turbulent shear stress uv are plotted in 
Fig. 3, 4 and 5, respectively. The measured boundary layer 
thicknesses are marked at each location. The skin friction 
coefficient, Cj = Tvl/VipU2

x, is plotted in Fig. 6. All of these 
quantities are nondimensionalized with respect to the local 
freestream velocities. 

The detachment point which is defined as the location where 
Cf is zero is around x= 3.267 m. In the experimental data, the 
location where Cf is zero is not available and reliable Cf data 
were originally presented only upto x= 3.048 m. This is due to 
the fact that Cf data, obtained by Simpson et al. [9] using the 
law-of-the-wall, were not considered reliable and were exclud­
ed from the Stanford data set. However, the Cy values were 
small as are the values that one would roughly obtain from 
Fig. 6. Subsequently, Simpson [10] deduced a Cf value in the 
separated region and this is also included in Fig. 6 where 
* = 4.34 m. 

The deviation of the computed results from the experimen­
tal data in the region close to the exit section is caused partly 
by the coarseness of the mesh and partly by the exit boundary 
conditions. We have, however, tried several different boun­
dary conditions at the exit section. The experimental data was 
used as the exit boundary condition for the stream function. 
The results were very close to the previous results except near 
the exit section where comparison with the data was less 
favorable. In one of our runs, we reduced the backflow 
velocities at the exit by half; but this had very little effect on 
the results in the separation region away from the exit section. 
This supports the hypothesis that the reverse flow in the 
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Fig. 3 UIU„ profiles at various locations 

x = 4.34 m 

Fig. 4 u'/t/o, profiles at various locations 

separation region is not unduly sensitive to disturbances in the 
mean backflow far downstream as had been demonstrated ex­
perimentally by Simpson et al. 

The results are found to be insensitive to various wall boun­
dary conditions for the turbulence intensities, u', v', w'. 
However, the results improved considerably when the wall 
shear stress is obtained using the modified wall layer model 
U/uT =f(yuT/p, T/T„ ) instead of the conventional logarithmic 
law-of-the-wall. When the latter is used, the detachment point 
is moved upstream 16 percent of the length of our computa­
tional domain. 

Our results are found to be sensitive to the prevailing exter­
nal pressure gradient. It is found that perturbing the 
freestream velocity distribution by 5 percent can move the 
separation point downstream 25 percent of the length of the 
computational domain. No other boundary conditions exerted 
this much effect on the results. 

As can be seen from Figs. 3, 5, and 6, the mean flow and 
uv are predicted fairly well whereas the u' in Fig. 4 shows 
deviations from the experimental data close to the wall and 

near the exit. In order to improve the results, the mesh size was 
reduced by one half, but this changed the results very little. A 
staggered mesh system with an equal number of grid points in 
the entrance and exit boundary layers is unsuitable for the 
elliptic scheme used, as 6 grows by a factor of 10 requiring 
very small Ay near the entrance and hence very small At for 
computational stability. 

Recently, Simpson [10] has correlated his near wall velocity 
data downstream of separation in the form, U/\UN\ 
=f{y/N), where UN is the maximum backflow velocity and TV 
is the distance from the wall to the maximum velocity. Figure 
7 is Simpson's data correlation. The dashed line is equations 
(6) and (7) whereas the solid line is a numerical solution which 
extends through the viscous region to the wall as described by 
Mellor [8]. The case plotted is for a= —0.1. There is a dif­
ference between the correlation and the model in the range 
0.02<y/N<0.5 such that, for a given U/\UN\, the value of 
the calculated y/Nis about twice the observational value. This 
would indicate that the wall model provides the values of T„ 
that are small by roughly a factor of two. This error only 
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Fig. 6 Cf distribution. The positive data (shown with circles) are from 
[1], whereas the negative datum (shown by a square) is from [10]. 

prevails for "large" values of a where T„ is small. With the 
help of Simpson's data, it seems likely that the wall model can 
be improved in the future. 

Separation and Reattachment of Turbulent Flows Over 
a Backward-Facing Step 

The flow over a backward-facing step has been of great im­
portance to aeronautical engineers because of its close connec­
tion to the flow about bluff bodies. In the past, there have 
been a number of experiments performed on low-speed flows 
over a backward-facing step [11-15], The data with which we 
compare our results were obtained by Kim, Kline, and 
Johnston [14], The cross-sectional view of the test section is 
shown in Fig. 8. 

Boundary Layer 

2H 
Separation 

Inviscid 
Flow 

Free Shear Layer 

Fig. 8 Side view of the test area 

y / N 
Fig. 7 The data points are Simpson's "universal correlation" of the 
velocity profile in separated flow. The solid line is numerically 
calculated according to the wall model of Mellor [8] for a value a = - 0.1 
(an average value for Simpson's separated flow). The dashed line is ob­
tained from (6) and (7). 

The computations were performed on a 31 x 31 grid located 
between x/H= - 4 and x/H— 16 in the horizontal direction 
and y = 0 and y/H = 3 in the vertical direction (U0 = 18.2 m/s, 
H= 0.0381 m). The calculations were then repeated using a 
61 x61 grid with half mesh sizes but very little change was 
observed. 

The boundary conditions are similar to those used in the 
previous problem. The stream functions on opposite walls dif­
fer by an amount determined by volume flow rate. At 90 deg 
corner, the wall vorticity is evaluated using the method sug­
gested by Briggs et al. [16] which ensures that the streamlines 
remain parallel to their original direction after leaving a 90 deg 
corner. The corner vorticity is defined by £ c= — fidU/dy 
where the parameter /3 is of order 1. j3 is modified slightly at 
each time step if the stream function at the first grid point 
downstream of corner deviates from that at the corner. 

In our computations, an unsteady flow structure is obtained 
and the flow becomes nearly cyclic in time. The nondimen-
sional cycling time is approximately AT= 10. The time se-
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Fig. 9 The streamlines during two cycles. T = U0tlH is the nondimen-
sional time. 
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Fig. 10 The averaged streamlines, <\p> 

quence of the streamlines during two cycles are shown in Fig. 
9. The shedding of vortices during these cycles can also be 
observed from the vorticity contours (p. 103 [17]). 

In order to compare our results with the time averaged ex­
perimental data, the computational results are averaged over 
an integral number of cycles. The cycle averaged quantities are 
denoted by an angle bracket, e.g., <£/>. Figures 10 and 11 
show the streamlines and the mean velocity {U)/Ua, respec­
tively, after averaging between T= 170 and T— 190. Clearly, 
the flow structure returns to ordinary turbulent boundary 
state quite slowly after reattachment. 

For the Reynolds stresses, one has to add (I/,- — 
<[/,->)({/,• — <l/y» to <«,«,•> in order to include the effect 
of mean velocity variations around <[/,•> to obtain the total 
values. Figures 12 and 13 show the turbulencejntensity (u2) + 
< (£/—<£/>)2> and the turbulent shear stress (uv) + < ( £ / — 
< t /» (V-<K»> along with <w2> and (uv). It can be seen that 
the flow unsteadiness makes considerable contribution to the 
total stresses in the recirculation region downstream of the 
step. Before the separation and after the reattachment, the 
flow unsteadiness has very little effect. 

The unsteadiness of the flow has been observed in the ex­
periments of Kim et al. [14] also. They reported that the reat­
tachment point moves forward and backward continuously 

y/H \ 

x/H = -4 

y/H \ 

x/H = -1 

y/H \ 

x/H = 0 

0 1 0 1 0 1 

y/H 

x/H = 1.333 

0 1 0 1 0 1 

V / H \ 

x/H = 8 
-

1 0 1 

y /H\ 
x/H =\l6 

1 0 1 0 1 0 

Fig. 11 <U>IUa at various locations 

around seven step heights downstream of the step in a fluc­
tuating band of two step heights, i.e., xR = 1H =F H. In the ex­
periments performed by others [18] the Reynolds stress data 
shows large scatter in the recirculation region due to flow 
unsteadiness. Consequently, in the recirculation region 
reliable data are not available for the Reynolds stresses, and 
no data are shown at x/H= 1.333, 2.667, 5.333 in Figs. 12 and 
13. 
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Fig. 12 Turbulence intensity in x-direction 
"J<u2> + <{U- <U>)2>IU0 

JU0 

-0.01 0 0.02 

-0.01 0 0.02-0.01 0 0.02 

-0.01 0 0.02 -0.01 0 0.02 -0.01 0 0.02 

3 I 
y/H 

x/H = 10.33 

0 

3 I 
y/H 

x/H = 13 

0 
-0.01 0 

Fig. 13 

0.02 -0.01 0 0.02 -0.01 0 0.02 
Turbulent shear stress 

l<uv> + <(U- <1/>)(V-
<uv>ll)l 

<v»>\mi 

The power spectrum data obtained from the reattaching tur­
bulent shear layers behind a backward-facing step show that a 
considerable fraction of turbulence fluctuations occur at low 
frequencies (at nondimensional frequencies, fH/U0, less than 
0.1) [19]. In our computations, the nearly cyclic vortex shed­
ding has a nondimensional frequency of 0.1 which is in good 
agreement with the data. However, the computed vortex shed­
ding is at a nearly discrete frequency instead of a band of fre­

quencies. Interestingly, for the flow behind a circular cylinder, 
the Strouhal number based on the cylinder radius is 0.105 at 
high Reynolds numbers. 

In our results the reattachment point fluctuates around the 
location x/H=7.89 which is a couple of grid points 
downstream of the location x/H=5A0 where the stream func­
tion on the first grid point adjacent to the wall is zero. With 
the finer grid (61 x61) these two locations are at x/H=l.15 
and x/H=5.%\, which is a slight improvement. The thin 
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Fig. 15 The pulsed wall probe measurements of Westphal et al. [20] are 
the data points. The solid lines are calculated values. 

reverse flow close to the wall between these two locations can 
only be detected from the skin friction results and not from 
Figs. 10 and 11. It does, however, seem unrealistic as the two 
locations should be much closer to each other. 

For this problem, we also computed the pressure coeffi­
cient, Cp, by diagnostically solving the momentum equation 
once the solution is obtained. The results for Cp are in good 
agreement with the data (Fig. 14) except at the point where the 
step wall intersects the bottom wall. This is possibly related to 
the relative coarseness of the grid in this region of rapid 
change. 

Westphal et al. [20] have made an additional observation 
using a "pulsed wall probe" designed to measure skin friction 
in separating flow. Their measurements are shown in Fig. 15, 
along with the calculated CJV = Tw/l/2pUl values. The salient 
feature of both the measured and calculated values in the 
separated region is their large magnitudes which are associated 
with the large scale unsteadiness in the detached flow region. 

Turbulent Free Shear Layer With Streamwise Curvature 

Flows with large streamwise curvature in the plane of mean 
shear have been studied by Guitton [21] in a wall jet, 
Wyngaard et al. [22] in a mixing layer, So and Mellor [23] in a 
boundary layer, and Castro and Bradshaw [24] in a free shear 
layer. In all these experiments, it was observed that the tur­
bulence structure was changed significantly by the curvature 

of the flow field. In the experiments performed by So and 
Mellor [23] the strong stabilizing effect of a convex wall was 
shown where the shear stress was observed to vanish in the 
middle of the boundary layer. 

In this study a turbulent free shear layer with large stream-
wise curvature is studied and our results were compared with 
the data obtained by Castro and Bradshaw [24]. The cross-
sectional view of the test area is shown in Fig. 16. Boundary 
layer suction at the lower corner prevents flow separation. A 
stagnation point is close to the suction slot. 

0.447 m 

Nozzle 

- ^ . ' • & 0.251 m ^ _ 
0.127m k 

0.126 m 

und 
Suction 

Entrapment from 
Atmosphere 

Shear Layer 

Boundary Layer x = 1.3m 

Fig. 16 Schematic of the test area 

The computations were done using a 87x23 grid located 
between x= -0.127 m and * = 0.783 m in the horizontal direc­
tion, and y = 0 and ^ = 0.447 m in the vertical direction 
(U0 = 33m/s). The results are presented in polar coordinates in 
the curved portion of the flow, and in rectangular coordinates 
in the downstream recovery region. 

The turbulence model we use automatically includes the ef­
fects of curvature [25]. The boundary conditions are very 
similar to those used in the previous two problems with the ex­
ception that at the top open boundary and at the exit section 
the boundary condition, d\p/dn = 0, was used (instead of 
d2i//dn2=0 used at the exit sections of the other problems). 
Also at the top open boundary, the flow was assumed to be ir-
rotational with negligible turbulence. The corner wall vorticity 
at the entrance (x = 0, y = 0.447 m) was determined the same 
way as in the step problem. 

Integrating the transport equations, a stationary flow struc­
ture is obtained. The streamlines of the flow are shown in Fig. 
17. At various sections (shown in Fig. 18), the mean flow in 
the streamwise direction and the turbulent shear stress are 
plotted (Figs. 19 and 20, respectively). 

As can be seen from the streamline pictures, the flow is like 
a jet near the walls. The results show discrepancies with the ex­
perimental data in the upstream portion of the flow. However, 
comparison with data improves in the recovery region farther 
downstream. At the entrance where the initial shear layer is 
poorly resolved, only the nominal tunnel exit speed (33 m/s) 
and the longitudinal turbulence intensity (0.1 percent) are 
available as entrance data. Insufficient information provided 
at the entrance section and the coarse grid size are thought to 
be the major sources of error in the upstream section. 

The results are extremely sensitive to the boundary condi­
tions applied at the top section. When the computations were 
repeated assuming a wall to be present at the top section, 
unsteady vortex shedding was observed as in the step problem. 

Summary and Conclusions 

This study concentrates on the prediction of incompressible 
planar turbulent separated flows using the Reynolds stress 
closure model suggested by Mellor et al. [4, 5], The transport 
equations are integrated numerically using a fully elliptic 
algorithm and the unsteady flow structure is obtained by mar­
ching forward in time. The wall boundary condition for mean 
velocity is supplied by the law-of-the-wall, modified to include 
effect of normal shear stress gradient; near separation, this 
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Fig. 17 The computed streamlines 
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Fig. 18 The sections (indicated by dashed lines) where data were 
obtained 
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Fig. 19 Mean velocity profiles 

was an improvement over the unmodified law-of-the-wall. 
Considering Simpson's near wall velocity data, some error is 
evident and, thus, the wall boundary condition is a subject for 
further improvement. 

Three flow problems are considered: separation on a flat 
surface, flow over a backward-facing step and a free shear 
layer with streamwise curvature. In the first problem, the 
pressure gradient is found to be the most important factor to 
determine the overall structure. Also, our results support the 
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Fig. 20 Turbulent shear stress profiles 

hypothesis that the reserve flow in the separation region is not 
sensitive to disturbances farther downstream. In the step 
problem, an eddy shedding is obtained and the flow becomes 
nearly cyclic in time. The flow unsteadiness has significant ef­
fect on the flow structure only in the recirculation region 
downstream of the step. In the problem of free shear layer 
with streamwise curvature, the flow is stationary and is like a 
jet near the walls. The results are quite sensitive to the boun­
dary conditions applied at the open top boundary. 

The corner boundary condition of the step problem should 
not be mainly responsible for the eddy shedding since using 
the very same boundary condition a stationary flow develops 
in the curved shear layer problem. Unsteady vortex shedding 
does occur when a wall is stipulated instead of top open boun­
dary; however, this is consistent with the step problem since 
the wall geometries expand abruptly in both cases. Roache (p. 
169 [7]) suggests several methods for the determination of cor­
ner vorticity and argues that neither of them should be ruled 
out because of the singular nature of the corner. In this study, 
the effect of other corner boundary conditions have not been 
investigated though this should be looked at in the future. 

The flow problems studied in this research have been in­
vestigated by other researchers using different turbulence 
models and different numerical techniques [15, 16, 26, 27]. 
Comparing our results with the experimental data and other 
computations, we see that our turbulence model predicted the 
mean flows reasonably well except in regions where thin shear 
layers are not sufficiently resolved by the numerical grid. The 
turbulence intensities are also predicted fairly well. There are, 
however, noticeable errors in u' near the wall and downstream 
of Simpson's separated boundary layer. 

There are, of course, many possibilities for extension of the 
work described in this paper. For example, a more flexible 
computational grid, adaptable to curved surfaces would be 
desirable. Further application to other flows should include 
wake flow behind bluff bodies when the two-dimensional, 
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oscillatory flow structure should be amplified relative to that 
found in the case of the backward-facing step. 
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New York, NY 10027 

Adaptive Grid Generation by Mean 
Value Relaxation1 

A grid movement algorithm has been developed for the purpose of adoptively 
resolving numerical solutions to physical problems and, in addition, for grid cluster­
ing on arbitrary surfaces. Both the solutions and the arbitrary surfaces are 
represented by grid point data with a continuous definition provided by interpola­
tion between points. Movement is applied relative to this representation. The 
algorithm comes from a local mean value construction to produce a finite difference 
molecule for movement. The mean value weights are of a general enough nature to 
provide for a generous number of clustering possibilities. The movement molecule is 
executed within an interative cycle in the spirit of point Jacobi or Gauss-Seidel, and 
as a consequence, corresponds to the solution of some elliptic partial differential 
equation which satisfies a maximum {minimum) principle due to the mean value 
construction. From this principle, the movement will always preserve nonsingularity 
for the continuous transformation. For the discrete representation in the form of a 
grid, local geometric constraints are established to maintain this preservation. 

Introduction 

The salient physical quantities in fluid dynamic phenomena 
often vary widely over short distances and moreover such 
variations can occur with a complicated spatial configuration 
which continually changes. In the numerical simulation, a 
discrete approximation is usually made to a system of partial 
differential equations which describe the particular 
phenomena. When the discretization is done with a fixed 
mesh, the accurate simulation can be jeopardized if the large 
solution variations occur on a scale that is too small for the 
mesh. To assure that the solution is well modeled, various 
strategies have been proposed in order to adapt the mesh in 
some way to the solution (e.g., [l]-[8]). 

The essential character of the solution is expressed as a sur­
face formed by the salient physical quantities which may vary 
widely over short distances. These quantities generally form a 
vector which depends upon both time and the pointwise loca­
tions in the physical region. At any instant of time, the point-
wise evaluations throughout the region collectively form a sur­
face over the region. If the evaluations are systematically done 
with respect to coordinates on the physical region, then cor­
responding coordinates are defined on the surface given that 
there is only one vector for each physical point. In particular, 
the spatial dimension of both the physical region and the sur­
face are the same. When the vector of salient quantities is 
lengthened by the addition of a component for each coor­
dinate direction on the physical region, a Euclidian space 
which contains the surface in embedded form is obtained. 
When the significant variations of given quantities do not con­
flict with each other, they may also be represented as a single 
quantiy by means of a scalar function. This reduces the dimen­
sionality of the embedding space and thereby represents a 

'Research supported by Al-'OSR Grant AFOSR-82-0176. 
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simplification. The resulting surface then provides a simple 
monitor of solution behavior and accordingly is called a 
monitor surface. 

When the monitor surface is uniformly covered with a grid 
of points, the significant solution gradients are implicitly 
resolved. The surface, however, may remain unresolved if it 
bends too rapidly for the pointwise distribution. To include 
the resolution of bends, surface curvature is employed within 
a general weight function that multiplies the element which 
produces uniform conditions. The elements used herein are 
cell volumes. When the weight increases from a constant 
value, points are clustered relative to a volume measure of 
uniformity. Other measures of uniformity along with the 
various choices for curvature are discussed in Eiseman [3] and 
[9] together with the formative aspects of monitor surfaces. 

Using monitor surfaces, a solution adaptive grid generation 
scheme has been developed in a manner which has a number 
of favorable characteristics: grid control is directly inserted; 
the transformation is always nonsingular; the algorithm is 
simple; the algorithm is independent of any particular 
numerical method; the number of user-specified quantities is 
minimized; the technique works well in any number of spatial 
dimensions; and the results are also applicable to grid genera­
tion on arbitrary surfaces. 

Mean Value Relaxation 

AH of the above characteristics have been obtained with a 
local geometric construction on the monitor surface to form a 
global scheme by means of pointwise iteration in the sense of 
Jacobi or Gauss-Seidel. The resulting grids are surface grids 
which are usually projected back onto the underlying physical 
region. The local construction is based upon a mean value 
strategy for each coordinate direction, which in the global 
context leads to an underlying system of elliptic partial dif­
ferential equations that possess a maximum (minimum) princi-
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Fig. 1 Difference molecule for grid movement algorithm on the 
monitor surface 

pull is between positive and negative directions due to the total 
weight on either side of the other coordinate curve. The total 
weight of any side is just a sum of the two weights that are 
centered in the adjacent quadrant volumes. For triangles, the 
volume centers are the barycenters and are computed from P 
as one-third of the sum of the corresponding two sides. The 
respective centers for each quadrant are then given by 

b 1 = P + A + B 
1 3 3 

P + 4 - B + — C 
3 3 

1 1 
= P + T - C + - D 

(1) 

pie. There is no need, however, to explicitly derive the elliptic 
system since it is not of any practical use in our situation. In­
stead, we proceed locally with our development. 

First suppose that we are given a nonsingular coordinate 
grid either initially or from a previous cycle. For clarity, we 
first examine the two-dimensional case. The higher dimen­
sional cases are just straightforward extensions which retain 
all of the desired properties. 

In two dimensions, we have two curvilinear coordinates s 
and / which under uniform discretization yield a grid on the 
monitor surface. By setting the vector of solution monitoring 
quantities to zero while retaining the physical space locations, 
a corresponding projected grid is obtained on the underlying 
physical region. Our fundamental objective is to move the grid 
points on the surface into positions which more accurately 
represent the surface. From the perspective of the projected 
grid on the physical region, the surface is more highly re­
solved. From the applications viewpoint, the accuracy of a 
numerical solution procedure is enhanced. 

The movement algorithm is constructed from the existing 
monitor surface grid. From a surface grid point P, vectors 
pointing to the nearest surface grid points in the ̂ -direction are 
denoted by A and C, respectively, in the positive and negative 
directions. Similarly, in the /-direction nearest grid points in 
the positive and negative directions are denoted by B and D, 
respectively. The point P together with vectors A, B, C, and D 
are illustrated in Fig. 1. In addition, volumes «,, v2, t>3, and v4 

are indicated for each quadrant and are respectively equal to 
the quadrant area up to the dashed line. Here, each is the area 
of a triangle. 

On the basic grid molecule, the volumes are used to form 
weights that pull P along the respective coordinate curves. The 

P + D + 

In the case of direction A, weights w{ and w4 for the adjacent 
volumes v{ and i>4 are determined at centers b, and b4 and 
yield the weight center CA for side A which is given by the 
linear combination 

"i 

w, +wA W, + WA 
(2) 

On substitution from equation (1), the center can be written as 

1 l e w , w4 

A 4- ! R + -= P + - o] 3 C W, + VV4 W, + WA 

The distance dA along A is simply given by the projection 

A 

(3) 

4, = (cu-P)- (4) 

or, by using equation (3), by 

w, ^=-j- |Ai+-H- wl +w4 

B + 
W, +WA 

• D ) . 
IIAII 

(5) 

Since negative distances represent the direction corresponding 
to the opposite side, the distance dA is truncated at 0 by using 
max (dA , 0 ) . In many circumstances, however, the last term in 
equation (5) is small relative to the first since the grid must be 
highly distorted for it to give a reasonably significant projec­
tion along A . As a consequence, the first term is usually a 
good approximation to the sum and, moreover, it is always 
positive. In the other directions the same reasoning is also 
used. Altogether, the maximum distances for movement along 
the respective A, B, C, and D directions are then approx­
imated by 

bi, . . . 

Ej.E, 

A 

,b4 

B 

C 

CA 

D 

>ES, 

= vector in positive s-
direction 

= barycenter locations 
for 4 quadrants 

= vector in positive t-
direction 

= vector in negative s-
direction 

= weight center in A-
direction 

= vector in negative t-
direction 

= grid points cor­
responding unit in­
crements in s, t and 
(s,t) 

dA,dB,dc,dD 

ds,d, 

f 
MJ 

m 
min 
max 

P 

p 
* new P, 

P, 

= maximum distances 
along A, B, C, D, 
respectively 

= distances in s and t vlt 

directions 
= test function 
= magnitude for wt, , 

clustering to y'th wA, . 
quantity 

= exponent 
= minimum 
= maximum 
= point at center of grid 

molecule 
= update for P 
= new position is s 
= new position in t 

(s,t) 

V 

. . . ,f4 

W 

. . . ,WA 

• • ,WD 

(x,y) 

a 

aj 

P 

II II 

= two-dimensional cur­
vilinear coordinates 

= general quadrant 
volume 

= quadrant volume 
= general quadrant 

weight 
= quadrant weights 
= weights for directions 

A, . . . ,D 
= t w o - d i m e n s i o n a l 

Cartesian coordinates 
= magnitude of incre­

ment in s 
= scale factor of M, 
= magnitude of incre­

ment in / 
= magnitude of a vector 
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d, = II Ail 

dB=—\\m 

tfc=^Hicii 
3 

(6) 

IIDII 

In the four directions, the weights are just the total weights on 
the corresponding sides and are given by 

WA = Wl + WA 

wB = wl + w2 

WC — W2 + Wi 

Wn = W, + WA 

(7) 

On the coordinate curve in s, movement can vary from dc 

units in the negative direction of C up to dA units in the 
positive direction of A. The grid point P now corresponds to 
the number 0 within the interval of distances from - dc up to 
dA. With weights wc and wA at the respective ends, the 
weighted mean value of distance ds is given by 

wc(-dc) + wAdA 
d.=-

Wr 
(8) 

vc + WA 

When ds is positive, we go in the direction of A; when 
negative, in the direction of C; and when 0, no movement at 
all. Analytically these possibilities can be combined to express 
the new point Ys in the form 

P, = P + ̂ j m a x [ - c ? J , 0 ) + - ^ | - m a x ( o ? s , 0 j (9) 

As ds changes sign, it is clear that P s flips between directions A 
and C and thus remains on the curve. In a parallel manner, the 
new position P, along the coordinate curve in the t variable is 
given by 

P, = P + 
D 

ID! 
where 

max( 

H.-

-d, 

_ wB 

,0) 

dg-

B 
- 1 • 

IIBII 

-wDdD 

max j d, ,0 j 

wB + vtv 

(10) 

(11) 

While the same quadrant weights can be used directly, a direc-
tionally biased motion can be imposed when distinct quadrant 
weights are used for each direction. From this vantage point, 
the weights in the above equations are interpreted as a compo­
nent of some weight vector. 

For the new positions along the s and t coordinate curves, 
the corresponding curvilinear coordinate values are deter­
mined so that the original or previous transformation can be 
applied to obtain the new position for P. The transformations 
here are given in discrete form and are defined between the 
grid points by local bilinear interpolation. This means that 
along coordinate curves, the curvilinear increment is deter­
mined linearly. Without loss of generality, the Cartesian grid 
of curvilinear variables (s,t) is assumed to have unit spacing 
between points so that all increments will vary between - 1 
and 1. In the s and t directions, the increments from the 
(j,0-value for P are then given by proportions 

and 

As = 

At = 

min(<4,0) m-dx[d,,0] 

IIAII 

min(c/,,0) max{cf,,0) 

Wl + IIBII 

(12) 

respectively. The quadrants for As and At are clearly in a one-
to-one correspondence with the transformed quadrants il­
lustrated in Fig. 1. 

As an alternative strategy, increments in s and t can also be 
determined from the difference molecule in (s,t)-space rather 
than directly on the monitor surface. The molecule of Fig. 1 
then becomes specialized to the situation where A, B, C, and 
D are all of unit length and the successive angles between them 
are all 90 degrees. The weights, however, are determined by 
using volumes on the monitor surface instead of in Cartesian 
(i,,/)-space where all four of them would be equal. In effect, 
the simple specialized molecule has weights which include the 
Jacobian as a factor. The result of simplification is evident 
upon an examination of our original discussion. In the direc­
tion A, the weight center CA is given, as before, by equation 
(3). Since the last term in equation (3) is perpendicular to A, 
the distance dA of equation (5) reduces to the one-third rule of 
equation (6) without any approximation. Due to the unit 
length of A, the distance is just one-third. Altogether, the 
maximum movement distances of equation (6) reduce to 

--d„=dc (13) 

With the weights of equation (7), the distances ds and d, of 
equations (8) and (11) are just the respective increments As and 
At. Altogether, they are given by 

As = -
3w 

(14) 

At~-
VB~ VD 

3w 
where 

w = WA + WC - WB + WD = Wl + W2 + Wi + W4 

is the total weight. Due to the colinearity of A and C and of B 
and D, the splitting of equation (12) about P is removed and is 
a simplification. The original distance weighting of equations 
(8) and (11), however, favors longer sides. For example, with 
equal weights in the s-direction, equation (14) yields As = 0 
while equation (8) reduces to ds = \/2{dA — dc) which yields a 
generally nonzero increment from equation (12). 

Next, with either strategy, the new position is computed 
from P. From the signs of As and At, a quadrant is selected 
and the transformed volume is determined by 4 mesh points 
including P. Let Es, E,, and Es/ be the other grid points cor­
responding to the unit sized increments in s, t and (s,t). Then 
for a = I As I and /3 = I At I, the new position Pnew is given by 
the bilinear interpolant 

Pnew = ( l - « ) [ ( l - / 3 ) P + j8E/] + a [ ( l - i3 )E , + /3Ert] (15) 

It is important to note that the influence of the diagonally op­
posite point Es, to P has been inserted at this stage. As a conse­
quence, the movement of P to Pnew conforms more closely to 
the previous grid structure as is reasonably expected from 
using the transformation itself. In the Cartesian space of cur­
vilinear variables, the possible regions for movement subject 
to the maximum distances of equations (6) or (13) are il­
lustrated in Fig. 2. The shaded regions represent the set of 
potential new variable locations. Due to the piecewise bilinear 
definition of the transformation, the one-third rule for equa­
tion (6) is pulled back to the (s,/)-space. By contrast, the one-
third rule for equation (13) is already there. With a potential 
movement of one-third for each grid point, it is clear from the 
figure that there is an extra third left over as a buffer zone be­
tween points and their potential new positions. As a conse­
quence, either point Jacobi or Gauss-Seidel iteration can be 
employed to take our local coordinatewise mean value 
development into a global transformation of elliptic type. Had 
there been no buffer zone, then point Jacobi would not have 
been generally possible. That is, since point Jacobi here deter-
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Fig. 2 Regions for new locations in the space of curvilinear variables s 
and i 

mines new grid points Pnew only from old information, a 
region overlap would yield the possibility for neighboring 
points to interchange positions in the curvilinear variable 
space, and thereby, to cause a singularity for the curvilinear 
variable space grid. Under the bilinear mapping of equation 
(15), this singularity is sent onto a corresponding singularity 
on the monitor surface and on the projection to the physical 
region. By contrast, Gauss-Seidel uses all available current in­
formation which in this context means that the underlying 
"previous" transformation is continually being updated. 
Thus, a potential grid overlap from previous movements 
would be eliminated in the space of curvilinear varibles even if 
the potential pointwise movement were expanded to the full 
triangle defined by a + j3 < 1 in equation (15) rather than the 
one-third rule as in Fig. 2. This happens because the cur­
vilinear space grid is reset to a Cartesian grid immediately 
after each point is moved. The effect on the monitor surface 
grid is that the distances from neighboring points have been 
suitably shrunk by previous movements. This means that 
points cannot interchange positions along the coordinate 
curves at any stage in the iteration. However, this does not 
prevent an overlap between neighboring curves as illustrated 
in Fig. 3. 

While the new position in Fig. 3 is contained within a 
quadrilateral patch from the bilinear mapping of equation 
(15), the new curve represented by the dashed line segments 
overlaps the curve beneath it. This can occur only when the 
region defined by the full nine point molecule is concave with 
respect to positions on the monitor surface. The distortion of 
the monitor surface in its embedding space is not relevant for 
this purpose. In an analytical sense, the geodesic curvature 
would have to be examined for sign changes as the boundary 
of the full molecule is traversed: such changes correspond to 
inflection points of the boundary curve within the surface. In 
a simpler sense, the plane tangent to the surface at the point P 
can be defined, the molecule can then be projected into it, and 
finally the points of concavity can be detected by standard 
planar constructions. A still simpler but coarser approxima­
tion can also be done by taking the projection into the 
underlying physical region. By any of these methods the grid 
points where there is concavity can be systematically detected 
on any given nine point movement molecule. A point of con­
cavity is depicted directly beneath P in the molecule displayed 
in Figs. 3 and 4. To prevent the new (dashed) coordinate curve 
from overlapping the segment entering the concave point from 

Fig. 3 Possible overlap with neighboring concave curve 

Fig. 4 Movement barriers to prevent overlap with a neighboring con­
cave curve: the point P cannot be moved through the dashed curve 

Fig. 5 The region of possible movements that are free from grid 
overlap of any sort on the monitor surface 

the left as it does in Fig. 3, that segment must be extended to 
form a barrier beyond which P cannot be moved. The dashed 
extension on the right-hand side of Fig. 4 represents this bar­
rier. Similarly, the other side of the concave point gives rise to 
a motion barrier which is depicted by the remaining dashed ex­
tension. When the same planar projections that can be used to 
detect concavity are used for establishing such barriers, the 
overlap of segments is just an intersection of line segments. In 
Fig. 4, these intersections are denoted by small boxes. In the 
more precise sense where the actual surface molecule is used to 
establish the barriers, the boxes represent the two locations on 
the coordinate curve which are nearest to their respective bar­
riers. The overlap of segments here is just the mutually 
perpendicular distance between them. Once barriers are 
established along each coordinate curve where they are need­
ed, the corresponding constraints on displacements in s and t 
are simply obtained from the linearity of the interpolation 
mapping in equation (15). The maximum allowable 
displacements are then determined by the minimum of each 
constraint and the corresponding previous maximum. In Fig. 
5, such adjusted maxima are represented by small boxes along 
the 5 and t axes. By connecting them together, a diamond 
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shaped region is established where the bilinear mapping of 
equation (15) will not produce a grid overlap on the monitor 
surface. For systematic applications, however, a rectangular 
region is preferable. The largest inscribed rectangle is 
displayed by the shaded region in Fig. 5 and is defined by tak­
ing half of the maximum possible displacements along each 
axis. The rectangular corners, however, are on the diamond 
shaped border where the bilinear transformation just starts its 
problems. By uniformly shrinking this rectangle, a slight 
amount, some safety margin can be established. With the 
shrunk rectangle, new maximum displacement distances are 
just the new axial intersections in curvilinear space. On the 
monitor surface, the linearity of equation (15) along each 
coordinate curve establishes the required maximal 
displacements for equations (5) or (6). 

With the earlier buffer zones of Fig. 2 and the further 
restrictions from the movement barriers, each Jacobi or 
Gauss-Seidel sweep through the mesh takes a nonsingular grid 
into another nonsingular grid. By repetition, any finite 
number of sweeps clearly preserves nonsingularity. Since the 
new grid results from a finite number of sweeps, the adaptive 
grid which is initially nonsingular is then guaranteed to always 
be. On reflection, this guarantee is analytically an interesting 
consequence of a maximum (minimum) principle which is 
built into the mean value formulation (equations (8) and (11) 
or (14)) in the local movement molecule of Fig. 1. On a 
discrete level, it is maintained by using motion barriers to 
establish a safe range for the mean value process on each 
molecule. 

The Choice of Weights 

To apply the algorithm, suitable quadrant weights w must 
be given for each volume v in the local molecule. When w = v, 
the grid converges towards uniform conditions on the monitor 
surface since points P then move towards their surface area 
centers of gravity. Uniformity on the monitor surface means 
that solution gradients are automatically resolved in the grid 
projection onto the physical domain. When a suitable resolu­
tion of surface quantities is desired, the definition of w is ex­
tended to provide for the required clustering. Denoting the 
magnitude of the j'th quantity by Mj, the general weight is 
taken as 

w=(l + TicijMj)v (16> 

where the coefficients a,- are non-negative real numbers. Each 
ctj gives the level of clustering attached to the jth property 
relative to the other properties and to uniformity which is now 
represented by the 1 in equation (16). As an example, cur­
vature clustering is achieved by taking j = 1 and M, as the 
magnitude of curvature. A development which leads to a 
reasonable selection of curvature measure is given in Eiseman 
[3]. With a suitable measure, points are then attracted to 
higher curvature regions as a.x increases from 0. Such coor­
dinates represent a generalization of the one-dimensional cam-
polytropic coordinates of Ablow and Schecter [1], and the 
spherical-normal image clustering of Eiseman [10], both of 
which reduce to the arc length scheme of White [4] when a, = 
0. As yet another example, we may directly generate the grid 
on the problem domain rather than the solution surface and 
cluster with Mx and M2 for the magnitude of gradients and 
Laplacians, respectively. Here, the 1 in equation (16) 
represents uniformity in the physical space relative to which 
gradient and Laplacian clustering is controlled by the sizes of 
ai and a2. In this context, the Laplacian as a rough approx­
imation to mean curvature is for curvature attraction. This ex­
ample can also be viewed as a generalization of the method of 
Dwyer et al [5]. With such a direct insertion of control, the 
various possibilities for clustering to desired quantities are vir­
tually without limit. 

Generality of Application 

In any of the possible examples, the mesh generation 
strategy here is clearly independent of the method in which the 
solution is generated. The only presumption is that there is a 
surface defined in the form of a grid on which the grid 
generator can be applied to achieve a better pointwise descrip­
tion. When the surface is generated from some solution 
algorithm the better pointwise description leads to an im­
provement in accuracy with a fixed number of grid points for 
the next or current solution step. The timing depends upon 
whether the grid generator is applied simultaneously or prior 
to the solution step or steps. When the solution step is re­
placed by analytic evaluations of an arbitrarily prescribed 
function over a gridded domain, the resulting surface grid 
while possibly smoother is indistinguishable. Consequently, 
the mesh generator can also be considered as a surface mesh 
generator. Moreover, it can be applied to surfaces of a more 
general description than those which are defined by functions 
over a given domain. That is, surfaces defined in a general 
parametric fashion can be considered. 

Higher Dimensions 

Whether the application is for monitor surfaces or for 
general surfaces, the grid generator is readily extended to any 
number of spatial dimensions without any loss of its fun­
damental properties. As with two dimensions, the process is 
applied to each coordinate direction to determine the local 
curvilinear values from which the new position can be found 
by application of the currently given transformation. In n-
dimensions, the transformation is locally defined by «-linear 
interpolation between grid points. The surface which separates 
positive and negative sides for a given coordinate direction (as 
in Fig. 1) are now (n - l)-dimensional. On each side, there are 
2"~' volumes t>,- on which weights n>; are formed. Here, each v; 

is a general ^-simplex [11]. In two dimensions, they are 
triangles; in three dimensions, tetrahedrons; . . . . General 
maximum distances of the form in equation (5) can be derived 
and can be well approximated as in equation (6), but now with 
the general barycentric coordinate value which is distance 
divided by n+ 1. With total weight, assigned to each side, the 
local distance mean value is determined as in equation (8) and 
(11) and is used as in equation (12) to get the curvilinear in­
crements. Similarly, the alternative construction in curvilinear 
variables can also be extended. With either construction, the 
increments for each coordinate direction give the new location 
in the space of curvilinear variables. On application of the 
transformation, the new surface point location is determined. 

Applications 

The movement algorithm is applied to adapt a grid to sur­
face data and weights that are given with respect to the grid 
itself. For the movement to be smooth, both the surface and 
the weights must also be smooth. Otherwise, ripples in either 
the surface or the weights will be translated into ripples in the 
grid and most likely into an unstable situation. As a conse­
quence, a smoothing step or steps is recommended if the grid­
ded data is not already smooth. In the overall solution adap­
tive context, movement is first applied to conform more close­
ly to initial conditions, and subsequently, to resolve the solu­
tion as it evolves. The evolutionary cycle falls into the general 
sequential pattern which usually consists of a solution step, 
surface generation, surface smoothing, weight construction, 
weight smoothing, and then movement. In the adaptation to 
initial conditions, the cycle is modified by replacing the solu­
tion step with evaluation at the initial conditions. The 
smoothing steps in the cycle can be accomplished by a short 
iteration on local averages to filter out small fluctuations in 
the data while retaining its basic character. Among the 
numerous alternatives, one of the simplest is to consider 
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Fig. 6 Grid adapted to a disturbance on a line and a circle 

Fig. 7 Grid adapted to a disturbance on a parabola and a circle 

smoothing as a diffusion process and to apply the heat equa­
tion to the data for several time steps. 

The basic part of the solution adaptive process is the grid 
movement scheme which is employed. To test the scheme that 
has been developed here, a sequence of test cases has been 
chosen to examine the movement without outside interference 
from a particular problem or numerical method. Since the 
main purpose of adaptivity is to cluster points in regions where 
there are disturbances, a method for artificially and smoothly 
inserting such disturbances is required. As a basic building 
block, the hyperbolic tangent formula 

T(r)=AtanhDr (17) 

is used. At r = 0, T represents a disturbance in the form of a 
jump from -A to +A with a jumping rate which is increased 
with D. In the example cases, sufficiently severe disturbances 
were obtained with a rate of D = 3 and an amplitude of 2 by 
setting A = 1. In terms of Cartesian coordinates (x,y), disturb­
ances on the unit circle and on the polynomial curve y = x'" are 
obtained by setting r = x2 +y2 - 1 and r=y—x'", respective­
ly. Altogether, the function 

f(x,y) = T(x2+y2-l)+T(y-x>") (18) 

is used in place of the solution step. This function gives a 
smooth surface definition everywhere except at the origin 
where there is a very small conical peak due to truncation of 
the hyperbolic tangent asymptotic behavior at unit distance. 
The weights for the test cases were chosen to be just surface 
area elements. In each case, a 25 x 25 initial grid was adapted 
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Fig. 8 Grid adapted to a disturbance on a line and a circle under a 
cosine curve 

Fig. 9 Grid adapted to a disturbance on a parabola and a circle under a 
cosine curve 

to the given surfaces with 25 Gauss-Seidel iterations of the 
movement molecule. The molecule was applied without mo­
tion barriers on both the solution surface and on the space of 
curvilinear variables. The results between the two locations of 
application did not, however, exhibit any appreciable dif­
ference in the sequence of test cases. The resulting grids 
displayed here come from the molecule on the surface and are 
indistinguishable from the parallel cases on the space of cur­
vilinear variables. In the first case, the initial grid was Carte­
sian on the square defined from - 2 to + 2 in both x and y. 
The disturbance was taken to be on the circle and the line y = 
x by setting m = 1 in equation (18) for the surface. With 
movement on only interior points, the adapted grid was 
generated and is displayed in Fig. 6. From the Gauss-Seidel 
iteration on lexigraphically ordered points, a slight asymmetry 
about the line y = x results and can be observed upon a 
careful examination of the grid. By replacing the line with a 
parabola {m = 2 in equation (18)), the grid of Fig. 7 was ob­
tained. In each of these cases, effective grid clustering 
capabilities have been demonstrated. In physical terms, the 
circle could represent a large vortex detectable by velocity 
magnitudes; the line or parabola, a shock wave detectable by 
pressure values. The adaptive method is also directly ap­
plicable to situations where there are curved boundaries. This 
is demonstrated by repeating the first two cases on a region 
with a curved upper boundary given by a cosine curve. From 
the sheared initial grid defined by 

x = s 
(19) 

>» = (4 + cos s)t-2 

movement was applied to the same disturbances as before. 

The results are presented in Figs. 8 and 9. In each of the four 

cases considered so far, there was no boundary movement 

and, as a consequence, some grid distortion has occurred at 

locations where the disturbances impinge upon the bound-
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Fig. 10 Grid adapted to a disturbance on a line and a circle with move­
ment along boundaries 

aries. This can be observed in the resultant grids. Movement 
along the boundaries is obtained in a straightforward manner 
by setting transverse movement to 0 and applying a reduced 
movement molecule where weights exist on only one side. By 
repeating the first case with boundary movement, the grid in 
Fig. 10 was obtained and is readily seen to have less distortion 
at the boundaries. In each example, the rates of convergence 
were observed by repeating the cases with 50 iterations as op­
posed to 25. With 25, each point is just influenced by all the 
others. With 50, the effect is doubled. The grids, however, did 
not substantially change with the additional 25 iterations. 
More accurately, the movement in an iteration can be 
measured by calculating the average movement distance or a 
root mean square of distances over all grid points. With either 
measure, the iteration can be dynamically stopped when 
global movement falls below a specified value. 

Conclusion 

A robust and general adaptive grid scheme has been 
developed by mean value relaxation and has been effectively 
demonstrated on a sequence of two-dimensional test cases 
which accurately reflect many common types of disturbance. 
The scheme is applicable in higher dimensions, on curved 
boundaries, and on arbitrary surfaces. 
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Experimental Measurement of the 
Magnus Force on a Rotating 
Sphere at Low Reynolds Numbers 
The Magnus force on a rotating sphere at low Reynolds numbers was obtained from 
trajectories of the sphere which impinged on an inclined plate and bounced. An em­
pirical expression for the lift coefficient which is proportional to the angular velocity 
was deduced by comparing measurements of the range of flight with the solutions of 
the equation of motion. 

1 Introduction 

The effect of Magnus force on a rotating sphere dates back 
to the 17th century, era of I. Newton [1], This means that the 
discovery of the Magnus force on the sphere was two centuries 
older than that of the rotating cylinder which was discovered 
by Magnus [2]. However, there have been few reports dealing 
with the measurement of Magnus force on the sphere. 
Rubinow et al. [3] obtained the Magnus force theoretically at 
very low Reynolds numbers. Macoll [4], Davies [5], Tani [6], 
Taneda [7], and Barkla et al. [1] showed their experimental 
results of the force at very large Reynolds numbers. The above 
results are briefly reviewed here. 

Let us consider that a sphere of diameter d is spinning at an 
angular velocity o> in an uniform flow field, as shown in Fig. 1. 
When the relative velocity between the flow and sphere is ur, 
the lift coefficient CL is defined by 

FL = CLViPfu
2S (1) 

where pf is the fluid density and S is the projected sectional 
area of the sphere. The solution of Rubinow et al. [3] is ex­
pressed by 

CL = 2T (2) 

where T is the ratio of the surface velocity of the sphere to the 
relative velocity, that is, 

r='/2C?a)/ur (3) 

T is called nondimensional angular velocity in this paper. 
Existing results concerning the Magnus force on the sphere are 
collected in Fig. 2, a part of which is cited from reference [8]. 
The Reynolds number in the figure is defined by 

Re = urd/v (4) 

The drag coefficient CD is defined by 

FD = CD
v'Pfu

2S (5) 

ur 

Fig. 1 Fluid-dynamic forces acting on a rotating sphere 

l.Or 

Fig. 2 Drag and lift coefficients of the rotating sphere 
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and is also shown in Fig. 2. The drag coefficients CD is found 
not to be significantly influenced by the rotation. What is in­
teresting in the results of Macoll [4] is that the lift force is 
negative at a low value of T. Taneda [7] attributed this 
negative force to the laminar-turbulent transition of the boun-
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Table 1 Experimental results of translation velocities in the X and Y 
directions 

Fig. 3 Collision between the sphere and plate 

m *& 
= & 

Fig. 4 Experimental equipment (T): Vacuum cleaner, (2): Glass valve, 
(3): Vinyl tube, (4): Metal tube, (5): Sphere, (6): Acrylic pipe, (7) 
Thread, (8): Weight, (9): Acrylic plate, ® : Jack, @: Camera, @ 
Stroboscope @ : Oscillator, @ : Light, @ : Marked line, @ : Video 
camera, @ : Video tape recorder, @ : Monitor TV 

H 

tern) 

20 

30 

o 

(dee) 
30 
45 
60 
30 

45 
60 

V i 
(Average) 

(»/s) 
L.5G6 
l. I50 
0. 663 
1. 875 

1.313 
0. 799 

°* 
IS. 0. ) 
(ro/sl 
0.044 
0.057 
0. 033 
0.044 
0.050 
0.046 

a. 
Vx 

0.028 
0.050 
0. 050 
0. 023 

0.038 
0.058 

Vy 
(Average) 

Cm/s) 
0.788 
1. 116 
1.388 
0.958 
1. 371 

L694 

c, 
(S. D. ) 
(m/s) 
0.040 
0. 038 
0.032 
0. 023 

0.044 
0.052 

o. 
Vy 

0.051 
0. 034 
0. 023 
0.024 
0. 032 
0.031 

N 
(Number) 

49 
Gl 
62 
50 

50 
30 

Table 2 Experimental results of the angular velocity 

H 

(cm) 

20 

30 

a 

(den) 
30 
45 

60 

30 

45 

60 

w 

(Average) 

( r a d / s ) 
216. 8 
293. 4 

353. 6 

270. 0 

429. 3 

JdO. 1 

Olu 

(S. D. ) 

( r a d / s ) 
41. 4G 
51 .37 

35 .33 

31 .60 

55.74 

35. 72 

0„ 

u 

0. 191 
0. 175 

0. 100 

0. 117 

0. 130 

0 . 0 8 / 

N 

(Number) 

49 
61 

62 
50 

50 

30 

dary layer on the sphere. As is shown in Fig. 2, most of the 
previous experimental results were obtained for Reynolds 
numbers higher than 104. The work by Barkla et al. [1] is only 
one example of the previous experiments where the Reynolds 
number is lower than 104. The reason the scarcity of data of 
the Magnus force at low Reynold numbers (but higher than 
those for creeping motion) is that it is difficult to obtain 
results theoretically and experimentally. 

The motivation of the present work is to get fundamental 
data which are necessary to calculate motion of particles con­
veyed pneumatically in a pipeline. Motion of solid particles in 
the pipe causes rotation due to collision with the pipe wall. In 
pneumatic conveying of coarse particles, the Reynolds number 
Re is usually not so low as to apply the Stokes and Oseen 
treatments nor so high as to make use of the previous results at 
the Reynolds number higher than 104. Moreover, the results 
of low and high Reynolds numbers show different tendencies, 
as is seen in Fig. 2. Therefore we lack the knowledge required 
to estimate the Magnus force at intermediate Reynolds 
numbers. In this paper, experimental procedures and results at 
the Reynolds numbers of 550 to 1600 are presented. 

2 Experimental Arrangements 

Most of the previous experimental workers referred to in In­
troduction of this paper used a method where a sphere was 
rotated by an electric motor via a support and the Magnus 
force was measured directly by detecting the force acting on 
the support. However such a method is difficult for cases of 
the Reynolds number lower than 104, because the size of the 
sphere is too small for the support and the force is too small to 
detect. Thus, an indirect method was adopted in the present 
work. That is, a small sphere was made to collide with an in-

N o m e n c l a t u r e 

C 

d 
FD,FL 

FD,FL 

g 
H 
I 

L 
Re 

Reo) 

s 
T 

coefficient defined by (11) 
drag and lift coefficients 
diameter of sphere 
drag and lift forces 
drag and lift forces 
acceleration due to gravity 
initial height of position of the sphere 
moment of inertia of the sphere 
range of flight of the sphere 
Reynolds number, urd/v 
Reynolds number, (d/2)2u/v 
projected sectional area of the sphere 
torque on the sphere due to the viscosity 

VX,Vy 

X,Y = 
a = 
r = 

Pf>Ps 
°X<aY>au<aL 

relative (slip) velocity between the sphere 
and fluid 
components of the sphere velocity in the X 
and Y directions immediately after colli­
sion between the sphere and plate, see Fig. 
3 
coordinates, see Fig. 3 
inclined angle, see Fig. 3 
nondimensional angular velocity, sAdu/ur 

kinematic viscosity of the fluid 
densities of the fluid and sphere 
standard deviations corresponding to Vx, 
VY, co and L 

a> = angular velocity of rotation 
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Fig. 6 Histogram of the angular velocity (H =20cm, '" =45 deg)
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3 Experimental Results

Figure 5 shows the motion of the sphere when it collided
with the plate in the direction from left to right. Figure 5(a) is
a photograph, while Fig. 5(b) is the result reproduced by the
digitizer. Four points on each circumference indicate the
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Fig.7 Histogram of the range of flight (H = 30cm, '" = 45 deg)
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2.2 Measurements of Range of Flight. The range of flight
of a bouncing sphere was measured in the following way. A
number of lines were marked on the plate at intervals of 2 cm.
Motion of the sphere was recorded by a video tape recorder.
The position at which the sphere contacted the plate was ob­
tained from the reproduced image on CRT by referring to the
marked lines. The preciseness of these position readings was
± 2 mm. The data of the range were also significantly scat­
tered. Therefore, measurements of the range under the same
conditions were repeated more than 100 times.

readings. A negative film of the picture was enlarged ten times
by a film enlarger and projected directly on the plate of the
digitizer which digitized the coordinates of any point of the
picture. Although three points on the circumference are
enough to determine the center of the circle (sphere), four
points were plotted on the projected circles. The coordinate of
the center was determined by repeated calculations so that the
circle calculated had these four points on its circumference as
nearly as possible. The preciseness of coordinate readings was
±0.01 mm.

10

20

30

40
E
E

-20 -10 0 ·10 20
·X mm

Fig. 5 Motion of the sphere near the plate (H = 20cm, '" = 45 deg) (a)
Photograph (b) Reproduced picture

clined flat plate, as is shown in Fig. 3, and both the range of
flight L and the rotational rate of the sphere was measured.
The Magnus force was determined by comparing the measured
range with the solution of the equation of motion which is
described later. Figure 4 shows the outline of the equipment
used. The sphere used in this work was a plastic one, 5 mm in
diameter and 1040 kg/m3 in density, which was manufactured
as a chemical-proof bearing ball.

2.1 Measurements of Sphere Velocities and Rotational
Rates After Collision. Symbols concerning the velocities
before and after the collision are defined in Fig. 3. At first, the
sphere was held at the end of a small tube (0.6 mm LD.) by
suction air of a vacuum cleaner, as is shown in an enlarged il­
lustration in Fig. 4. When the valve G) was shut, the suction
air stoped, which made the sphere fall down without rotation.
After the sphere collided with the plate, it began to rotate.
Consecutive pictures of the sphere were taken by stroboscopic
photography, from which the velocities of the sphere were ob­
tained. A line segment was marked on a part of the sphere sur­
face. The angular velocity (rotation rate) was obtained by
measuring the rate of change in angle of the line, which was
due to the rotation.

.The parameters which were varied in the present experiment
were the height of an initial position of the sphere (H) and the
inclined angle of the plate (a). Measurements were made for
the cases of H = 20 and 30 cm and a = 30, 45, and 60. The
frequencies of the stroboscope light were set at! = 300 Hz for
H = 20 cm and! = 400 Hz for H = 30 cm. Although the
sphere used in this experiment had very good sphericity, data
were inevitably scattered. This is common to experiments deal­
ing with collision. Therefore averaging the results of many
trials were needed to improve the accuracy of the results. The
present authors used a digitizer connected to a mi,cro­
computer for the sake of preciseness and efficiency in film
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Table 3 
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Experimental results of the range of flight 
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Table 4 Coefficients in equatio 

Re 
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0.1 < R s <l.O 
1.0 < Re < 1 0 
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Ki 
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Kg 

24 
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n(8) 

K3 
0 
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- 3 . 889 
-116. 67 

-2778. 0 
-47500. 0 

points from which the center of the sphere was determined. 
The rotating motion of the sphere is clearly observed by the 
change of angle of the line segment marked on the sphere. 
Although the rate of change is given discretely in the picture, it 
was confirmed in a preliminary experiment that there was no 
possibility of aliasing error for the frequencies of the 
stroboscope. 

Figures 6 and 7 present histograms of angular velocities and 
ranges of flight. The data are scattered widely as shown in the 
figures. Not only the angular velocity and range of flight but 
also the translation velocity showed a large scatter. Therefore, 
all the results are presented in numerical tables where averaged 
values, standard deviations a and numbers of data N are 
given. The Reynolds number Re varied during the flight due to 
the accelerating motion of the sphere. The range of variation 
of Re is also shown in Table 3. 

4 Equation of Motion 

The equation of motion of a sphere which moves in a fluid 
at rest is generally given by 

i(l—^-^A-(CBV-CLexV'/2p/IVIS (6) m = —ml I -
dt V p. 

where m is the mass of the sphere {m = psirdi/6), k the unit 
vector in the vertical direction, e the unit vector perpendicular 
to V and g the acceleration due to gravity. The term of the vir­
tual mass due to accelerated motion is neglected in (6). The 
gravitational constant constant g has the following local value, 

g = 9.7973m/s2 (7) 

It is assumed that the drag coefficient CD is not influenced by 
the rotation and the empirical equation given by Morsi et al. 
[9] is applied to CD 

Cn=K,+-
K, K* 

(8) 
Re R\ 

Values of Kx to K} are shown in Table 4. This simplification 
can be expected from the previous experiments, which show 
that CD is not affected by rotation (Fig. 2). 

The rotating motion of the sphere given by collision decays 
due to the fluid viscosity during the flight. The angular ve­
locity changes according to the equation 

I—^^-T (9) 
dt 

where / is the moment of inertia of the sphere and T is the 
torque acting on the sphere. In this work, the result by Dennis 
et al. [10] was applied to T, 

T= ' / 2 P / ( /2^V(6 .45 /VR^ + 32.1/ReJ (10) 

Rta = (.Vidfu/r 

Fig. 8 Trajectories of the sphere (H = 30cm, a = 30 deg, (T): All the 
fluid-dynamic forces are neglected. (2): Only the drag force is con­
sidered. (3): Both the drag and Magnus forces are considered. (4): 
Decay of the rotation due to the viscosity is considered in addition to 
the drag and Magnus forces. 0: Average value of measurements) 

0.10 

0.05 

Fig. 9 Trajectories of the sphere (H = 30cm, a = 30 deg 
Macoll is used. (2): CL of equation (11) with C = 0.4 is used 
Rubinow et al. Is used. 0: Average value of measurements 

J): CL by 
l ) : C L b y 

With respect to the expression for the Magnus lift coeffi­
cient CL, the authors assumed the following form 

C, =CxT (11) 
The reason for the above expression is that the present 
Reynolds numbers are not high enough to consider the 
negative lift and the theoretical result at low Reynolds 
numbers shows that CL is proportional to T. In the equation 
of motion (6) where the unknown variable is V, all the 
parameters are known except for C. Therefore, a locus and 
range of the sphere can be obtained by integrating (6) and (9) 
where the translation and angular velocities immediately after 
the collision are given as the initial conditions. The value of C 
which gives the best agreement with measurements of the 
range was obtained by trial and error. 

5 Comparison Between Measurements and Cal­
culations 

Several calculated loci are compared in Fig. 8 to see the ef­
fects of fluid-dynamic forces. The region for Xlarger than 1 m 
is presented in the figure to emphasize the place where the 
sphere contacts the plate. The round circles plotted in the 
abscissa is an experimental point. Curve (7) represents the 
case where all the fluid-dynamic forces are neglected, and 
curve © , the case where only the fluid-drag is taken into con­
sideration. Both drag and lift forces are considered in curve 

( D , where the coefficient CL is assumed C = 0.4. In curve 

(4), the viscous decay of rotation is considered in addition to 
the drag and lift forces, but the difference between (3) and 
(4) is too small to recognize in the figure. Figure 8 indicates 
that the Magnus force obviously influences the locus of the 
sphere and that the value of C = 0.4 gives good agreement 
with the experimental point. In the following calculated 
results, all the fluid-dynamic forces are taken into considera­
tion as in (4). 

Loci based on the lift coefficient given by Macoll [4] and 
Rubinow et al. [3] are shown in Fig. 9, where the curve (T) is 
the case of CL by Macoll, the curve @, the case of CL of (11) 
with C = 0.4, and the curve (T), the case of CL by Rubinow 
et al. The lift coefficients by Macoll and Rubinow et al. do not 
explain the measured point. This tendency was common to 
conditions other than Fig. 9 and thus it is certain that CL 

which compares well with the present measurements lies be­
tween the results by Macoll and Rubinow et al. 
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-0.1 L 

Fig. 10 Relation between AL and C ( @ : H = 20cm, a = 30 deg, (2): 
H = 20cm, a = 45 deg, (3): H = 30cm, a = 30 deg, (4): H = 30cm, a = 45 
deg) 

In order to determine the best value of C, the authors 
changed the value of C systematically and investigated the dif­
ference in the range between calculations and experiments, AL 
= Lcal -Lexp. Figure 10 shows the relation between AL and C, 
where the circle point indicates the value corresponding to AL 
= 0. Results at a = 60 deg are omitted in the figure, because 
the difference due to Cdid not appear in AL, i.e., the values of 
C = 0 - 1 . 0 gave almost the same result AL = 0 at a = 60 
deg. It is found in Fig. 10 that C corresponding to AL = 0 
takes the value 

C = 0.4±0.1 (12) 

for different values of a and H. 
If the value of C should be adjusted differently according to 

the experimental conditions, it would be questionable to 
assume the equation (11) and to neglect the effect of the rota­
tion on CD. Fortunately, as was seen, Chas the same value for 
various conditions and thus equations (11) and (12) are 

justified. However we must notice that equations (11) and (12) 
are confirmed under the condition that 

Re = 550-1600-) 

r<o.7 J ( ' 
Barkla et al. [1] made an experiment under the same range of 
the Reynolds number as the present one. They obtained the lift 
coefficient from the orbit of a rotating sphere which was 
suspended as a pendulum. In their experiment, T was larger 
than 1, and CL increased monotonically with increasing r 
unlike the results of Macoll [4] (see Fig. 2). The values of T in 
this experiment are limited to less than 0.7, but the curve of 
the present result is approximately connected with that of 
Barkla et al., as is found in Fig. 2. 

6 Conclusions 

The Magnus force FL on a rotating sphere (diameter d = 5 
mm) was obtained from trajectories of the sphere which im­
pinged on an inclined plate. Translation and angular velocities 
and ranges of flight after impingement were measured in a 
number of trials by the use of a camera, VTR and digitizer. 
Comparing measurements of the range of flight with the solu­
tions of the equation of motion, it was found that the lift coef­
ficient CL defined by FL = CL Vipfu

2
rS is given by CL = 

(0.4±0.1)I\ where T is the nondimensional angular velocity F 
= Vido>/ur, u the angular velocity and ur is the relative veloc­
ity between the fluid and sphere. The present result was ob­
tained under the condition that the Reynolds number Re = 
urd/v = 550-1600 and F was less than 0.7. 

The authors should like to thank Mr. Toshihumi Sano for 
his assistance in the present experiment. This work was sup­
ported by the Grant-in-Aid for Co-operative Research in 
Japan, Grant No. A-58350008. 
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The Flow Over Two-Dimensional 
Surface-Mounted Obstacles at Low 
Reynolds Numbers 
The flow over a fence and a block mounted in a fully developed channel flow is ex­
perimentally investigated as a function of the Reynolds number, blockage ratio and 
length-to-height ratio using a laser-Doppler-anemometer. The information obtained 
includes the location and size of the primary and secondary recirculation zones, and 
profiles of the mean streamwise velocity component. The experiments were carried 
out in a channel for a Reynolds number in the range 150 < ReH < 4500. Comparisons 
are drawn between the obstacle flow and the backward-facing step flow. 

1 Introduction 

The flow over obstacles, hills, and steps has in the past been 
the subject of numerous investigations, partially because of its 
relevance in a multitude of engineering applications and par­
tially because these simple geometries lend themselves well as a 
proving stone on which theoretical or numerical models can be 
tested. The role of experimental investigations of these flows is 
to establish general trends and relations between the relevant 
parameters, and subsequently to provide detailed verification 
data of the velocity field for comparison with numerical 
predictions. These goals also served the present study, in 
which the flow over a sharp-edged obstable was examined. 

Previous experience with the backward-facing step in inter­
nal flows has shown that the Reynolds number and the 
blockage ratio, i.e., the ratio of the obstacle height to the 
channel height, h/H, both influence the flow significantly [1], 
Furthermore, it is expected in the case of flow over an obstacle 
that the length-to-height ratio of the obstacle, l/h, will also be 
a relevant parameter. In particular two limiting cases can be 
identified; for l/h — co we obtain a forward-facing step 
followed by a backward-facing step, with no interaction bet­
ween the " two" flows. For decreasing l/h this interaction in­
creases, presumably reaching a maximum for the flow over a 
fence, i.e. for l/h —0. A prime object of the work reported 
here was, therefore, to examine the flow as a function of these 
three nondimensional parameters; Re, h/H and l/h. 

Although a considerable number of experiments have been 
carried out in the past on the obstacle flow [2-8], none of these 
have dealt with the low Reynolds number range and none have 
looked at an obstacle submerged in a fully developed channel 
flow. One reason for the latter is that many studies were 
directly related to modelling structures in the atmospheric 
boundary layer, and as such the influence of the normalized 
boundary layer thickness parameter, 8/h, was of prime in­
terest. Castro [5] showed for instance that in the range 
0.34<8/h <0.80, the reattachment length decreases with 
decreasing h/h. 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, October 4, 1984. 

Fig. 1 The geometry of the surface-mounted obstacle 

At least one study [7] has systematically looked at the mean 
reattachment length behind the obstacle, xR/h, as a function 
of increasing l/h ratio for an obstacle submerged in a boun­
dary layer. In their investigation Bergeles and Athanassiadis 
[7] show that the flow reattaches on the top surface of the 
obstacle for l/h > 4, and accordingly the reattachment length 
behind the obstacle experiences a sudden decrease from 
xR/h=\\ to xR/h = 3. Castro [8] however, shows that this 
behavior is very sensitive to the oncoming boundary layer. In 
one study performed in a rough wall boundary layer he found 
that even for a length ratio of l/h=\, the shear layer 
separating from the leading edge of the obstacle reattached 
onto the top surface for values of l/h and h/H similar to the 
smooth wall measurements where no reattachment had 
occurred. 

Durst and Rastogi [6] investigated the effect of varying the 
blockage ratio from 0.5 to 0 (open test section) while keeping 
l/h constant. A strong variation of xR/h from 5 to 14-16 was 
found, the exact values again depending on the length ratio l/h 
in the same manner as indicated in [7]. Two important results 
can be derived from their measurements. Firstly the blockage 
ratio appears to be influential for values above 0.04, which is 
in good agreement with results for the flow over backward-
facing steps [1], Secondly, they showed that the length-to-
height ratio of the obstacle, l/h, has no significant influence 
on the mean reattachment length for values less than 0.33. 
This result, which essentially prescribes how thin an obstacle 
must be to be classified as a fence, is also of use in the present 
study. Interestingly, Durst and Rastogi found that a fence that 
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was bevelled to a sharp edge consistently resulted in longer 
reattachment lengths. Therefore, although the ratio l/h has 
little influence on xR/h at low values (/< .33), the shape of the 
separating edge appears to be important. This influence was 
however not investigated any further in the present work. 

Despite the fact that all of the above investigations were per­
formed at a channel Reynolds number above 5000 some 
similarities to the present results can be identified in the 
following sections. 

2 Apparatus and Procedure. 

Experimental Apparatus. The measurements were per­
formed in a channel of cross-section 1 cm X 18 cm (Hx W) 
with an inlet section identical to that described by Armaly et 
al. [9]. The obstacle was placed 70 cm downstream of the 
channel inlet and thus in a region of fully developed channel 
flow for all investigated Reynolds numbers. A universal 
mount allowed positioning of the obstacle at any desired 
height in the channel and a movable wall on the obstacle side 
permitted obstacles of varying length to be installed (see Fig. 
1). 

The air supply to the channel was a composite of a radial 
fan and compressed air used for particle seeding and were 
brought together in a large mixing chamber prior to the test 
rig. Both supplies were continuously monitored, the fan with a 
tachometer and the compressed air line with a water-filled 
f7-tube manometer. The long time stability of the inlet mass 
flow rate was experimentally determined to be within 4 
percent. 

The velocity measurements were obtained using a one-
component laser-Doppler anemometer operated in the for­
ward scatter mode. Reverse flow regions and regions of large 
velocity fluctuations were resolved using frequency shifting of 
up to 2 MHz by means of a double Bragg cell module. The 
control volume dimensions were approximately </> 220 /xm x 
2.6 mm. Particle seeding was achieved using olive oil in an 
atomizer and a separator, producing particles in the size range 
0.5 /xm-5 ixm. Point-wise traversing of the flow was carried 
out by leaving the LDA-system stationary and traversing the 
test section. A mechanical gauge was used to measure the 
relative .y-position to within 10 /nm, and simple machine rules 
provided accuracy of ± .5 mm in the x and z movements. 

The signal processing used in this study was based on the 
digital acquisition of individual, bandpass filtered Doppler 
bursts using a transient recorder (Datalab DL 1080, 20 MHz). 
The digitized bursts were transferred to the host computer 
(HP A700) and an on-line evaluation of the burst frequency 
was performed according to methods outlined by Tropea [10]. 
The computed results consisted of mean and RMS flow veloc­
ity using arithmetic averages, and the probability density 
distribution of the samples. This information was directly 
stored on disk for subsequent evaluation. Since this system is 
capable of processing only about 20 doppler bursts per se­
cond, it falls into the category of "controlled processor" in 
the terminology of Erdmann and Tropea [11], (and in most 
regions of the flow can be considered a one-shot processor). 

The turbulence-induced normalized bias of the mean velocity 
in this case was shown in [11] to be a minimum reaching 
typical values of 0,10 T/2 for 17- .3 where?;2 is the square of the 
normalized variance of the local velocity fluctuations. 
However, in the recirculation zones where very low particle 
rates occur and local turbulent levels are high (t; — 1.0), this er­
ror can reach absolute values of up to .06 r/2. 

Experimental Procedure. The location of the flow separa­
tion and reattachment were determined by directly measuring 
the velocity distribution in the vicinity of the required point. 
In this manner, the line on which t / = 0 could be extrapolated 
to the wall. Thus the separation and reattachment points 
presented in the following corresponded to points at which the 
mean streamline ^ = 0 intersects the wall. Errors in this 
method occur both in the determination of the true ^-position 
of the measurement volume and in the velocity measurement 
itself, especially in regions of high turbulence intensity and 
low particle rates. The uncertainty of these positions was 
estimated to be ±1 mm. Secondary recirculation zones ap­
pearing on the wall opposite the obstacle were also identified 
using this technique. It should however be remarked that the 
dimensions of these regions were very small at their onset or 
disappearance with changing Reynolds number. In such cases 
the measurement uncertainty of the mean separation or reat­
tachment point could increase considerably up to ±2.5 mm. 

Preliminary measurements with and without the obstacle 
were performed to check the spanwise uniformity of the chan­
nel flow. The mean velocity was found to be uniform to within 
0.5 percent in the central 2/3 portion of the channel, for chan­
nel Reynolds numbers in the range of 75 to 6000. Subsequent 
measurements were restricted to the channel center line. The 
flow rate as obtained by integrating the mean velocity profiles 
showed scatter within about 3 percent with the obstacle 
mounted, occasionally attaining somewhat higher values, but 
with no identifiable trend with regards to the x-position. 

Test Conditions. In order to characterize the flow in 
laminar, transitional, and turbulent regimes, analogous to the 
backstep flow, initial measurements of the mean reattachment 
length were performed over a large range of geometric and 
dynamic parameters. Two obstables were used, a fence of 1 
mm thickness (i.e., /= 1 mm), and a 20 mm block. These were 
each placed at three heights in the channel corresponding to a 
blockage ratio, h/H, of 0.25, 0.50, and 0.75. The ratio of the 
channel width to obstable height therefore varied between 24 
and 72. The Reynolds number based on the centerline velocity 
of the approaching flow, U0, and on the channel half-width, 
H/2, was varied between 150 and 4500. 

Following this initial survey of the flow more detailed 
velocity profiles were obtained for selected Reynolds numbers 
in the fully laminar range. Although not all of this informa­
tion is explicitly presented in this paper, the complete set of 
these conditions is summarized in Table 1. Results are 
presented for the boxed in conditions. A complete report of all 
measurements obtained can be found in [12]. 

Nomenclature 

ER = H/(H-h) Expansion 
ratio 

H = channel height (H = 1 cm) 
h = height of obstacle 
/ = length of obstacle 

Reft 
U0H/2 

channel Reynolds 
v number 

Re, 

U 
U0 

U0 = 

Ugh/v (for laminar flow 
R e , = R e / / x l . 3 2 ( E R - l ) ) 
mean velocity at a point 
maximum channel velocity 
on the centerline upstream 
of obstacle 
mean profile average veloc­
ity in the plane above the 
obstacle (gap velocity) 

xR 
XI,X2 

mean reattachment length 
separation and reattachment 
position of secondary recir­
culation zone 
boundary layer thickness 
^/U2 reduced variance of 
velocity fluctuations 
kinematic viscosity of work­
ing fluid 
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Table 1 Summary of test conditions for which detailed 
velocity profiles were obtained 

h/H 

.25 

.50 

.75 

/ = 20mm 

Channel ReH = 

111 395 
144 
177 

463 
387 

U0H/2 

V 

770 
120 
82 

/= 1 mm 

-
218 
142 

— 
773 
766 

Fig. 2 Reattachment length as a function of Reynolds number for the 
fence obstacle (/-1 mm). (Uncertainty in Heh: ±4.5 percent and xR/h: 
less than ± 6 percent.) 

- j - h / H = 0 . 2 5 

Q h / H = 0 . 5 0 

A h / H = 0 . 7 5 

Fig. 3 Reattachment length as a function of Reynolds number for the 
block obstacle (/-20 mm). (Uncertainty in Re,,: ±4.5 percent and x f i /h : 
less than ±6 percent.) 

3 Experimental Results 

Positions of Separation and Reattachment. The main 
results of this part of the investigation are contained in Figs. 2 
and 3, showing the reduced reattachment length, xR/h, 
plotted as a function of the step-height Reynolds number 
Re,, = Ugh/v, where Ug is the spatial mean velocity in the gap 
above the obstacle. The choice of length and velocity scales on 
which to base the Reynolds number is somewhat arbitrary, 
however reference is made here to experience with the 
backward-facing step in which the variations in xR/h for dif­
ferent blockage ratios are well correlated to Re,,. Inspection of 
Figs. 2 and 3 indicate that this correlation is not as strong for 
the obstacle flow. On the other hand the choice of the gap 
velocity Ug, allows direct comparison with results obtained for 
the backward-facing step geometry. 

The dependence of xR/h on Reynolds number as shown in 
these figures follows the general pattern common to the 
backward-facing step flow. Three regions can be identified; 

a. 0 

h 

0. 0 

+ 
- 0 

A 

x R / h 

x , / h 

x 2 / h 

. ' 

\ 

A~-
Fig. 4 The secondary recirculation zone for the h/H-0.5 fence. (Uncer­
tainty in Reh ±4.5 percent and xR/h: less than ±6 percent.) 

Fig. 5 The secondary recirculation zone for the n/H-0.75 fence. (Uncer­
tainty in Reh: ±4.5 percent and xR/h: less than ±6 percent.) 

the laminar region with a steady increase of xR/h with 
Reynolds number; the transitional region marked by an 
abrupt drop in xR/h and in some cases, a partial recovery; and 
a turbulent region in which xR/h is not expected to vary much 
but which was not achieved with the present test rig. For both 
the fence and the block geometry the transitional region oc­
curred in the Reynolds number range 400 < Re,, < 4000, the 
exact values depending on the blockage ratio. For comparison 
purposes, the range found for the backward-facing step flow 
with an expansion ratio of ER = H/(H—h) = 2.0 was 
1000<Re„< 10,000. 

Figure 2 shows clearly the effect of the blockage ratio on 
xR/h for the fence geometry. Strictly, the length ratio l/h has 
also been varied in this diagram, however from the previous 
results of Durst and Rastogi [6] this should have little in­
fluence for this range of l/h. It can be seen that the reattach­
ment length drops significantly with increasing blockage, at 
least for the laminar and transitional conditions investigated 
here. Although the turbulent range has not been investigated, 
the indication from Fig. 2 is that this influence would be 
somewhat weaker at higher Reynolds numbers. 

One reason for the very strong changes of xR/h with 
blockage ratio is the appearance of a secondary recirculation 
zone on the wall opposite the fence. In Figs. 4 and 5 the 
separation point, x{, and the position of mean reattachment, 
x2, of the secondary recirculation region are shown for the 
h/H =0.5 and the h/H =0.15 fence, respectively. No such 
region was found for the h/H =0.25 fence. While the interac­
tion between the pressure field and the velocity field are not 
fully understood in regions of separation, it is evident that the 
recirculation zone in Figs. 4 and 5 is a result of a strong rise in 
the static pressure due to the sudden expansion behind the 
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Fig. 6 The secondary recirculation zone for the h/H-0.75 obstacle. 
(Uncertainty in Reh: ±4.5 percent and x f i /h : less than ±6 percent.) 

Fig. 8 The mean reattachment length at a blockage ratio of h/H-0.25. 
(Uncertainty in Reh: ±4.5 percent and xR/h: less than ±6 percent.) 
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Fig. 9 The mean reattachment length at a blockage ratio of h/H-0.50 
(Uncertainty in Reh: ±4.5 percent and x f i /h : less than ± 6 percent.) 
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Fig. 7 Measured mean velocity profiles. (Uncertainty in x; ±.50 mm 
and h: ± .05 mm and U0: 4 percent. Uncertainty in U: outside recircula­
tion areas ± .1 cm/s, within recirculation areas ± .50 cm/s.) 

obstacle. The flow, having been accelerated through the gap 
above the obstacle can no longer transfer enough of its 
{/-momentum in the ̂ -direction to overcome the pressure rise. 

A similar behavior of the flow was observed for the obstacle 
geometry as shown in Fig. 6. In this case however, a secondary 
recirculation region was only found in the case of the 
h/H= 0.75 obstacle. Hence the blockage ratio effect as shown 
in Fig. 3 was most predominant for this obstacle height. The 
reasons for this difference between the obstacle and the fence 
flow appear to be straightforward. The accelerated flow in the 

h/H = 0 .75 

-f. t / h = 2.67 

O l / h - O.133 

Fig. 10 The mean reattachment length at a blockage ratio of h/H-0.75 
(Uncertainty in Reh: ±4.5 percent and xR/h: less than ±6 percent.) 

gap above the obstacle has a length of channel within which it 
can "relax," i.e., the (/-momentum can redistribute itself 
somewhat before encountering the sharp rise in pressure 
following the trailing edge of the obstacle. In the case of the 
h/H=0.5 obstacle, this "relaxation" is apparently sufficient 
to prevent separation on the upper channel wall. 

In addition, Fig. 6 indicates that the secondary recirculation 
zone experiences an abrupt decrease in size with increasing 
Reynolds number. This occurs in a manner such that the 
separation point, xx, no longer lies before the reattachment on 
the opposite wall, xR. In checking the repeatability of this 
result another feature of the flow was brought to light. 
Although the solid curves in Fig. 6 could be repeated many 
times on different occasions, the results indicated by the 
dashed curves were equally likely, although no alternating be-
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present results, h/H=0.25, x./h=8.0 

experimental re­
sults of Denham 
and Patrick 
[131 

Fig. 11 Comparison of present results with those of Denham and 
Patrick [13]. (Uncertainty in Re/,: ±4.5 percent and xR/h: less than ±6 
percent.) 

Fig. 13 Reattachment length as a function of Reynolds number for the 
obstacle (/-20 mm). (Uncertainty in Re/,: ±4.5 percent and xRlh: less 
than ±6 percent.) 

present results 
h/H=.5, £/h=4.0 

results from 
Armaly et. al 
[9" 

Fig. 12 Comparison of present results with those of Armaly et al. [9] 
(Uncertainty in Re/,: ±4.5 percent and xR/h: less than ±6 percent.) 

tween the two was observed while the channel was running. In 
spite of the fact that this behavior was not observed for any of 
the other geometries studied, such a duality in flow states im­
mediately cast doubts, on for instance, the inlet flow control, 
seeding, or the presence of hysteresis effects in the channel. 
Therefore all such influences were once again investigated, 
yielding no systematic correlation, at least within the accuracy 
to which all parameters could be controlled. It appears, 
therefore, that there exist two quite stable flow conditions for 
this particular geometry. Interestly, the abrupt change in size 
of the secondary recirculation zone remains in both cases. 

Velocity Profiles. A selection of the measured mean 
velocity profiles is shown in Fig. 7 for the fence and obstacle 
geometries at a channel Reynolds number of approximately 
150. The corresponding RMS of the fluctuating velocity com­
ponent was also measured, however it is of little value for 
comparison purposes with numerical predictions of laminar 
flows. On the other hand the RMS velocity profile at the last 
downstream station indicated clearly that although the mean 
velocity profile had taken on a parabolic shape, the flow had 
not yet reached an undisturbed state, since the RMS profile 
were still highly distorted from its inlet condition. 

The profiles in Fig. 7 have been corrected for the non­
uniform mass flowrate as obtained by integrating the 
(/-velocity profile across the channel. The scatter of 0-5 per­
cent with reference to the inlet profile was removed by a sim­
ple uniform scaling of all points. This was done only out of 
convenience for comparison to numerical predictions, which 
of course conserve mass exactly. 

In Fig. 7 parabolas are drawn in over the measured inlet 
flow profile and at the separating edge for purposes of com­
parison. Characteristic of all the flows is the velocity over­
shoot near the upper surface of the obstacle. This again il­

lustrates the inability of the flow to transfer enough of it 
[/-momentum in the y direction following the forward-facing 
step to yield a symmetric profile. It is also interesting to note 
that there exists no significant recirculation zone on the 
obstacle surface. This appears to be a major distinction bet­
ween internal and open flow situations. Since near wall RMS 
values remained below three percent of the maximum channel 
velocity it is assumed that the flow remained laminar 
throughout the contraction for all cases presented here. 

Discussion 

One object of the present study is to directly compare the 
fence flow with the obstacle flow, under otherwise similar con­
ditions. This is done in Figs. 8-10, in which the data of Figs. 2 
and 3 is reploted for constant blockage ratios, but for dif­
ferent l/h, whereby one set of results in each diagram can be 
considered a fence flow. 

It is seen that at low blockage ratios the fence geometry 
results consistently in longer reattachment lengths. This com­
pares well with results at higher Reynolds numbers from 
Bergeles and Athanassiadis [7], and Durst and Rastogi [6], the 
general explanation being that the flow separates from the 
fence with an appreciable positive V-velocity component, thus 
prolonging the reattachment. At higher blockage ratios 
however, this pattern is reversed and the obstacle begins to 
show longer reattachment lengths. For the blockage ratio 
h/H= 0.5 this is no doubt due to the appearance of the secon­
dary recirculation zone for the fence and not for the obstacle. 
At a blockage ratio of 0.75, the secondary recirculation is 
smaller in dimensions for the obstacle than for the fence. 

In the limit of //A--co the obstacle flow must revert to the 
backward-facing step flow and although the results in Fig. 7 
show that this point is not yet fully reached in terms of the 
separating velocity profile, a comparison of reattachment 
lengths can still be drawn. Figure 11 shows the xR/h results of 
the h/H =0.25 obstacle with results obtained by Denham and 
Patrick [13] for a backstep with expansion ratio ER=1.5. 
Although the expansion ratio in the present case was only 
ER=1.33 good agreement can be seen between the two in­
vestigations. A further comparison is shown in Fig. 12 in the 
which the xR results of the h/H=0.5 obstacle are shown with 
results taken from Armaly et al. [9] for a backstep flow with 
an expansion ratio of ER = 2.0. Similarities are seen not only 
in the magnitude of xR/h, but also in the Reynolds number 
range distinguishing the transitional state of the flow. The dif­
ference between the two curves, namely that the obstacle flow 
consistently yielded lower reattachment lengths, could be due 
to the nonfully developed velocity profile at separation. In 
[14] for instance, it was shown using a combination of ex-
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perimental and numerical results, that a stronger velocity gra­
dient at separation leads to shorter mean reattachment 
lengths. 

Finally it was the purpose of this investigation to study the 
influence of the blockage ratio on the flow over obstacles. One 
effect had already been discussed; the shortening of the main 
recirculation zone with increasing blockage ratio, largely due 
to the appearance of secondary recirculation zones. From 
Figs. 2 and 3 however, it is also apparent that the onset of the 
transitional region occurs at higher Reynolds numbers for 
higher blockage ratios. Physical explanations for this are not 
readily apparent and in fact the data may be deceptive due to 
the choice of the Reynolds number definition. If for instance 
the sudden drop in the reattachment length with increasing 
Reynolds number is associated with the physical process of the 
separating, laminar shear layer becoming turbulent prior to 
reattachment, as has been postulated by many authors for the 
backstep flow [1], [15], then it may be more appropriate to 
choose length and velocity scales for the Reynolds number, 
which are more characteristic of the velocity gradient at 
separation. Thus the Reynolds number using the mean veloc­
ity above the obstacle and the gap height would be ap­
propriate. The results of Fig. 3 are replotted in Fig. 13 using 
this Reynolds number. In this presentation of the results the 
onset of transition occurs at lower Reynolds numbers with in­
creasing blockage ratio. This suggests that the ability of the 
separated shear layer to remain laminar is negatively in­
fluenced by either the higher acceleration of flow through the 
gap, or the stronger pressure rise after the obstacle in the case 
of higher blockage ratio. 
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Flow in an Open Tank With a Free 
Surface Driven by the Spinning 
Bottom 
An investigation is made of flows of a viscous incompressible fluid inside a circular 
cylindrical tank. The flow is driven by the spinning bottom endwall disk of the tank. 
Numerical solutions of the Navier-Stokes equations were obtained over a range of 
rotational Reynolds number and of aspect ratio (cylinder height/radius) using two 
kinds of boundary condition at the top: a closed tank with a rigid lid and an open 
tank with a free surface. We provide descriptions of flow details for these two boun­
dary conditions at the top. For small aspect ratios, the nature of the azimuthal flow 
is distinctly different depending on the type of the top boundary condition, i.e., a 
Couette flow under a rigid lid and a solid-body rotation under a free surface. These 
qualitative flow patterns are insensitive to the Reynolds number. For flows with a 
finite aspect ratio and at small Reynolds numbers, the change in the top boundary 
condition has little impact on the flow. For flows with a finite aspect ratio and at 
large Reynolds numbers, the prevailing flow patterns are of boundary layer-type. At 
a given vertical level, the angular velocity attains a larger value under a free surface 
than under a rigid lid. 

1 Introduction 

The flow of a viscous fluid inside a rotating disk-cylinder ar­
rangement has drawn much attention lately (e.g., see [1-8]). 
Specifically, consider a circular cylindrical tank (radius a, 
height H) at rest, whose central axis is aligned in the vertical 
direction Z, filled with an incompressible fluid of kinematic 
viscosity v. The bottom endwall disk of the tank rotates steadi­
ly about the cylinder axis with a constant angular velocity fi. 
This induces azimuthal and meridional circulations inside the 
tank, and the determination of this internal flow constitutes 
the present problem. The rotating disk-cylinder apparatus is 
an important laboratory tool to model the flows that occur in 
certain technological and geophysical applications, e.g., cen­
trifuge, fluid machinery, chemical mixers. Also, from a 
theoretical viewpoint, the study of this flow can throw light on 
the fundamental dynamics involved in rotating fluids. Due 
primarily to the inherent complexity of the flow, the majority 
of past investigators tackled the problem by seeking numerical 
solutions to the Navier-Stokes equations [1-6, 8]. 

It appears that, all of the previously published work dealt 
with the flow in a closed tank with a stationary rigid lid at the 
top, which is in direct contact with the fluid. The rigid lid 
boundary condition places a strong constraint on the flow; 
both the azimuthal and meridional velocities vanish at the lid. 
No papers have appeared in the literature which address the 
question of the flow in an open tank with a free surface, 
driven by the spinning bottom. The replacement of a rigid lid 
by a free surface enables us to focus on the influence of the top 
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Institute of Science and Tech., Seoul, Korea. 
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surface on the internal flow in the tank. Mathematically, the 
problem is that of having a stress-free boundary condition at 
the top. This flow configuration serves as a useful physical 
model for the rotating flows inside a spin-stabilized rocket or 
shell partially filled with a liquid. Several types of chemical 
mixers operate with the fluid exposed to the atmosphere. 
Knowledge of rotating flows with a free surface is needed to 
model the motions of geophysical fluid systems. In view of the 
theoretical significance and practical relevance, we propose in 
this paper to examine the flow of a viscous fluid in an open 
tank. For a definition sketch of the physical system, the reader 
is referred to Fig. 1 of Alonso [4]. 

1.0 

0.5 

0 

0 0.5 

T 
1.0 

Fig. 1 Representative comparison of the present results ( ) with the 
measurements (••••) of [13] for a rigid-lid closed tank, z = 1 - z. Re = 
139, h = 0.19, t = 0.58. 
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In line with the approach taken by previous studies, flow 
data were acquired by numerically integrating the full Navier-
Stokes equations. Our purpose is to describe the azimuthal 
and meridional flow details inside the tank over a range of 
rotational Reynolds number and for varying aspect ratios. 
Emphasis is placed on depicting the distinct features of the 
flow as the top boundary condition changes from a rigid lid to. 
a free surface. 

2 Formulation 

The Navier-Stokes equations used are referred to an axisym-
metric cylindrical frame (R,d, Z), with (U, V, W) denoting the 
velocity components. The vorticity-stream function expres­
sions are, in dimensionless form, (see [1, 2]) 

dV , / „ 2 dT 
U h W 

dr dz 
= (Re) v 2 r — 

dr)' 

u 1- w 
or dz r 

IT dT 

l^llZ 

V 2 </<-
dif> 

dr 

= (Re)" 

= r f , 

("'-£)• 
(1) 

(2) 

(3) 

where 

r = R/a, z = Z/a, 

u = U/aQ, v=V/aQ, w=W/aQ, 

T = w , f = -
du dw 

dz 

Re = -
Qa2 

d^ 

~dY 

dr ' 

d2 _l a a2 

dr2 dr dz2' 

_, # 
dr 

The boundary conditions are 

a t r = 0, ip = 0, r = 0, f=0 ; 

1 d2^ 
a t r = l , * = 0, r = 0, f= -j-; 

r dr 

,2 , _ 1 * + 

(4) 

(5) 

(6) a t z = 0, * = 0, T = r2, f= -1-, 

r dz2 

atz = h[=H/a], ^ = 0, ar /3z = 0, f = 0 (for a free surface); 

(la) 

1 d2\P 
&tz = h, ^ = 0, T = 0, f= - ^ - ( f o r a rigid lid). (lb) 

r dz 
The free surface boundary conditions, equation (la), need 

some discussion. The determination of the exact shape and 
location of the free surface of a rotating liquid is, in general, a 
very complex problem. The steady-state free-surface equation 
for a rigidly rotating liquid is given as by Gerber [9] 

z = oi2a r2/2 g + K, 
where u> is the angular velocity of the liquid. The constant K is 
determined by conservation of mass. Gerber [9] presented a 
diagram of all possible free-surface configurations, which de­
pend on the relative values of co, a, and h. The determination 
of the time-dependent shape of free surface for large Re dur­
ing the spin-up period was considered by Goller and Ranov 
[10]. The main purpose of this paper is to obtain a qualitative 
understanding of the character of internal flows of a rotating 
fluid capped by a free surface. For this purpose, we confine at­
tention to situations where the centrifugal acceleration is much 
smaller than the gravitational acceleration, i.e., the Froude 
number Q2a2/g H << 1. Consequently, the deflection of the 
free surface from the horizontal can be ignored. This is 

equivalent to stating that the free surface in the present 
problem is treated in the same way as a free slip rigid contact 
lid [11]. It is true that, by adopting this restriction, the present 
analysis is limited in parameter ranges, and it does not cover 
the cases in which the rotation rate is very large. However, in 
reality, the condition, Q2a2/g H « 1, can be satisfied 
reasonably well in most geophysical fluid modeling ex­
periments even when the rotational Reynolds number is high. 
For common geophysical fluid dynamics laboratory ex­
periments using water, the parameters are typically (see, e.g., 
[4, 6, 10]) a ~ 10 cm, H ~ 10 cm, g ~ 980 cm s"2 , v ~ 0.01 
cm2 s _ 1 . Even for a high value of Re, e.g., Re = 104, 0 is of 
the order of 1 rad s~', then fl2 a2/g H ( = 0.01) is still much 
smaller than one. Based on these considerations, [11] used 
equation (la) in a systematic investigation of thermally driven 
flows in a rotating annulus. The physical meaning of equation 
(la) can be explained as follows: the normal velocity compo­
nent vanishes along all boundary surfaces, yielding \j/ = 0; the 
tangential stresses on the free surface must vanish, requiring 
ar /az = 0, d2^/dz2 = 0, therefore the vorticity f = 0 (see 
[11]). 

The governing equations and the boundary conditions were 
finite-differenced on a stretched, nonuniform mesh. The grid 
network was generated by the following formula [4]: 

>•;=( '- l)/('max - l) + /' isin[ir(/- l)/(/max - 1)], 

(8) 

Zj = (j- l)/(/max - l)-ZsSm[ir(j- l)/(/max ~ !)]» 

in which (;max,./max) are the total number of grid points and (rs, 
Zs) are the grid stretching factors. Central-differencing was ap­
plied to the diffusion terms, and upwind differencing was used 
for the convective terms. The finite-difference equations were 
solved by a line-by-line alternating direction implicit iterative 
method [12]. It was found that underrelaxation was needed to 
attain convergence. The present procedure has adopted 

*s+,-*& / ru 
<io-

as the convergence criterion, where n is the iteration index. 
Most of the calculations were implemented on a (41 X 41) grid. 
Sensitivity of the results to grid size was tested for two trial 
runs. Several hundred iterations were usually required to yield 
a converged solution. Employing a (41 x 41) grid, the com­
puter time was typically Vi ~ 1 hour on an IBM 4341 Com­
puter, depending on the parameters. 

3 Results and Discussion 

To validate the numerical results, calculations were made on 
several cases of rigid-lid tank flows for which laboratory 
measurements [13] or numerical solutions [1, 2, 5] were 
available. Comparisons of the present numerical results with 
these available data indicated satisfactory agreement. Figure 1 
shows one such comparison. 

Computations were performed for the Reynolds number 
ranging 1.0 < Re < 1000.0 and for the aspect ratios 0.1 < h 
< 1.0. Only the specific results illuminating the distinct flow 
characteristics will be presented. 

(a) h = 0.1. A series of calculations was conducted using 
the aspect ratio h = 0.1. These are representative of the flows 
of a shallow layer of fluid. Viscous diffusion is the primary 
mechanism, and the induced flows fill much of the vertical ex­
tent of the fluid layer. 

Figure 2 displays the plots of meridional stream function (\j/) 
and of azimuthal velocity (v) at Re = 1.0. The fluids near the 
rotating disk are driven radially outward and the fluids in the 
interior are drawn toward the rotating disk. The meridional 
flows form a counter-clockwise circulation in the axial plane. 
Since Re is small, the magnitudes of the meridional flows are 
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Fig. 2 Plots of meridional stream function (i) and of azimuthal velocity 
(v) forh = 0.1, Re = 1.0 

(A) rigid lid at the top. ^ m a x = 0.182 x 10~ 5 , and contour in­
crement A^ = 0.4 x 1 0 - 6 ; 

(B) free surface at the top. 
^max = ° - 1 9 9 x 10" 5 ,Ai / - = 0.4 x 1 0 ~ 6 . 

Fig. 4 Plots of meridional stream function (<li) and of azimuthal velocity 
(v) forh = 0.5, Re = 100.0. 

(A) rigid lid at the top. ^ m a x = 0.311 x 10~ 2 , A^ = 0.6 x 
1 0 " 3 ; 

(B) free surface at the top. ^ m a x 

1 0 - 2 . 
0.365 x 10" ,A\fr 0.1 x 

(A) 

1.0 

0.0 L 

0.0 0.5 
v / r 

(B) 

1.0 

f 0.5 

0.0 

Fig. 3 Profiles of angular velocity v/r for h 
lid; ~ , free surface. 

(A) along the vertical cut at r = 0.4; 
(B) along the horizontal cut at z/h = 0.4. 
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0.1, Re = 1.0.— 
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1.0 0.0 0.5 
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1.0 

Fig. 5 Profiles of v/r for h = 0.5. Curves A are for Re = 1.0, and curves 
B are for Re = 100.0. , rigid lid; —, free surface. 

(A) along the vertical cut at r = 0.4; 
(B) along the horizontal cut at z/h = 0.4. 

vanishingly small, indicating that the advective effects are all 
but negligible. 

In the case of a rigid lid [see Fig. 2(A)], the top surface acts 
as a momentum sink. Thus, the viscously controlled azimuthal 
velocity in a shallow layer of fluid decreases almost linearly 
with height from its maximum (dimensional) value of Rfi at 
the rotating disk to zero at the rigid lid. Hence, a Couette 
flow-like azimuthal velocity distribution is established in the 
bulk of the flow field, except in the region adjacent to the sta­
tionary sidewall. 

When a shallow layer of fluid underlies a free surface [see 
Fig. 2(B)], there is no momentum sink at z = h. Consequent­
ly, the azimuthal flows under overwhelming viscous influence 
are substantially uniform in the axial direction in the main 
body of flow field, maintaining essentially a solid-body rota­
tion with (dimensional) angular velocity fi. At large radii, the 
axial uniformity is not fully sustained due to the presence of 
the sidewall. 

In an effort to gain further insight into the flows of a 
shallow layer of fluid, the profiles of the angular velocity, v/r, 
are shown in Fig. 3. The profiles along a vertical cut near mid-
radius [Fig. 3(A)] are consistent with the characterizations 
stated above, i.e., a Couette flow-like behavior under a rigid 
lid, and a solid-body rotation under a free surface. Figure 3(B) 
clearly indicates that the angular velocities are substantially 

uniform in the horizontal direction in the region away from 
the sidewall. 

It is useful to make a first approximation to the shape of the 
free surface based on the calculated angular velocity field 
shown in Figs. 2 and 3. The form of the free surface for a 
rigidly rotating liquid is given as 

Z = u2a r2/2 g+ (h-u2a/4 g), 

where u) is the angular velocity of the liquid. For shallow 
fluids, co = Q. Thus, the maximum deflection of the free sur­
face from the horizontal is 0.25 fi2 a/g at the central axis. As 
was pointed out earlier, for typical geophysical fluid modeling 
experiments Q2 a/g « 1; this provides justification to the use 
of the free surface boundary conditions, equation (7a). 

The flow patterns depicted in Figs. 2 and 3 at Re = 1.0 re­
main essentially unchanged as Re increases. Viscous diffusion 
is still the principal mechanism. One parameter to measure the 
importance of viscous diffusion is the Reynolds number based 
on the height, Re* = QlP/v [= h2 Re]. Even when the rota­
tional Reynolds number Re is increased to 103, Re* is still 10 
for h = 0.1, suggesting that the flow is profoundly influenced 
by viscous diffusion. However, as Re increases, the meridional 
flows increase in magnitude. This is consistent with the fact 
that, for flows under dominant viscous influence, F is in-
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Fig. 6 Plots of meridional stream function U) and of azimuthal velocity 
(v) for ft = 1.0, Re = 1.0. 

(A) rigid lid at the top. <pmall = 0.893 x 10" 
10 - 4 At 

(B) free surface at the top. \ i n 

1 0 - " . 
0.924 x 1 0 ~ \ A ^ 

0.2 x 

= 0.2 x 

Fig. 8 Plots of meridional stream function (i/i) and of azimuthal velocity 
(v)forh = 1.0, Re = 1000.0. 

(A) rigid lid at the top. 4>„ 
10 - 2 . 

(B) free surface at the top. <p„ 
1 0 - 2 . 

0.798 x 1 0 " * , A<l> = 0.2 x 

= 0.832 x 1 0 " 2 , A^ = 0.2 x 

Fig. 7 Profiles of v/r for ft = 1.0, Re = 1.0. , rigid lid; —, free 
surface. 

(A) along the vertical cut at r = 0.4; 
(B) along the horizontal cut at z/ft = 0.4. 

dependent of Re* and \j/ and fare linearly proportional to Re* 
(see [1]). However, even at Re = 1000.0, the largest Reynolds 
number considered in the present study, the meridional cir­
culation is still very weak, and, consequently, the advective ef­
fects are quite minimal compared to the diffusive effects. 

(b) h = 0.5. Figures 4 and 5 exemplify the flows for an in­
termediate aspect ratio. The overall patterns of the t/< and v 
plots shown in Fig. 4 do not change as Re varies. The meri­
dional flows increase in magnitude as Re increases, as was 
pointed out before. 

Figure 5 shows the profiles of angular velocities in the 
region away from the sidewall. When Re is small [see curves 
for Re = 1.0], the flows are controlled chiefly by viscous dif­
fusion. Under a rigid lid, therefore, the v/r profile is similar to 
a Couette flow. When a free surface overlies the fluid, 
however, a solid-body roation at Q is no longer attainable; the 
influence of the rotating disk decays noticeably because the 
depth is large. The azimuthal flows decay less rapidly with 
height under a free surface than under a rigid lid. We note that 
the angular velocities near the free surface are appreciable. 

As Re increases [see curves for Re = 100.0 in Fig. 5], the 
meridional flows intensify, and the advective effects are 
enhanced. The flow gradients increase especially in the region 
near the rotating disk. The azimuthal flows decay rapidly with 
height in a narrow region close to the rotating disk [say, within 
z/h < 0.1 in Fig. 5(A)], but away from the rotating disk [z/h 
> 0.1] the azimuthal flows decrease less rapidly with height. 

1.0 

z 
h 

0.5 

0.0 

(A) 
1.0 

0.5 

0.0 

(B) 

0.0 0.5 
v / r 

1.0 0.0 0.5 
r 

1.0 

Fig. 9 Velocity profiles for ft = 1.0, Re = 1000.0. , rigid lid; - , free 
surface. 

(A) vertical profile of v/r along r = 0.4; 
(B) horizontal profile of v/r along z/ft = 0.4; 
(C) vertical profile of ulr along r = 0.4. 

This points to the formation of a boundary layer. The boun­
dary layer-type flow characteristics will become more ap­
parent as both Re and h increase (see Fig. 9). The angular 
velocities are fairly uniform in the horizontal direction in the 
region away from the sidewall. 

(c) h = 1.0. The flows in the tank of aspect ratio unity will 
now be examined. Pao [2] gave an extensive account of the 
flow in a rigid-lid tank with aspect ratio unity. 

Figures 6 and 7 present the results for a small Reynolds 
number. The viscous diffusion has major influence on the 
flow. The meridional flows are small in magnitude, and, con­
sequently, the advective effects are minimal. The influence of 
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the rotating disk diminishes sharply because the depth is large. 
The motions that are induced by the rotating disk can 
penetrate only up to a fraction of the fluid layer; the azimuthal 
flows are confined to a relatively small region close to the 
rotating disk. As is clearly discernible in Fig. 6, the azimuthal 
velocity is less than 0.1 in the region z/h S 0.5. In the vicinity 
of the top surface z = h, the azimuthal flows have diminished 
sufficiently to a very small value. This leads to the observation 
that the precise form of the boundary condition at z = h has 
little effect on the nature of the flow in the tank. Figures 6 and 
7 demonstrate that the flow is indeed insensitive to the change 
in the boundary conditions at the top. For both a rigid lid and 
a free surface condition, the angular velocities decay rapidly 
with height, therefore, the overall magnitudes of the angular 
velocities near the top tend to be very small. 

Figures 8 and 9 pertain to the flow at a large Reynolds 
number. The flow is characterized by the presence of distinct 
boundary layers. The meridional flows are appreciable in 
strength, pointing to significant advective effects. Strong gra­
dients of the meridional flows are evident near the corner. The 
existence of the Ekman boundary layer near the rotating disk 
is clearly seen in the profiles of v/r and of u/r. The direct ef­
fect of viscosity is concentrated in this layer. In the region 
away from the bottom Ekman layer, the flow is mainly deter­
mined by the in viscid advective effects. The horizontal 
velocities in the inviscid core are uniform in the direction 
parallel to the rotation axis, which can be predicted by the 
well-known Taylor-Proudman theorem. The flow behavior 
near the top is determined primarily by the top boundary con­
dition. If there is a rigid lid, another Ekman layer, although 
weak in strength, is required to adjust the velocities to zero at 
the top. On the other hand, if the fluid is capped by a free sur­
face, no boundary layer exists near the top. The angular 
velocity at a given vertical level under a free surface is notably 
larger than that under a rigid lid. 

Before closing, it is of interest to note the significance of the 
bottom corner region where the rotating disk joins the sta­
tionary sidewall. When Re is large, [14] showed that such cor­
ner disturbances are localized to a small area 0(Re~'/' x 
Re~'/j). When Re is small, [7, 8] demonstrated that the 
character of the flow in the main body of fluid is substantially 
unaffected by the corner disturbances. 

4 Conclusions 

When the aspect ratio is small, the boundary condition at 

the top has major influence on the nature of the flow, i.e., a 
Couette flow profile for a rigid lid, and a solid-body rotation 
for a free surface. These qualitative flow structures remain un­
changed as Re varies. 

For the flows with a finite aspect ratio, the character of the 
flow depends on the Reynolds number. At small Reynolds 
numbers, the overall flow patterns are insensitive to the 
change in the boundary conditions at the top. At large 
Reynolds numbers, boundary layer-type flow patterns prevail. 
The angular velocities in the region away from the boundary 
layers are substantially uniform in the axial direction. The 
angular velocities are appreciably larger for the case of free 
surface than for a rigid lid. 
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A Semipotential Flow Theory for 
the Dynamics of Cylinder Arrays in 
Cross Flow 
This paper presents a semianalytical model, involving the superposition of the em­
pirically determined cross flow about a cylinder in an array and the analytically 
determined vibration-induced flow field in still fluid, for the purpose of analyzing 
the stability of cylinder arrays in cross flow and predicting the threshold of 
fluidelastic instability. The flow field is divided into two regions: a viscous bubble of 
separated flow, and an inviscid, sinuous duct-flow region elsewhere. The only em­
pirical input required by the model in its simplest form is the pressure distribution 
about a cylinder in the array. The results obtained are in reasonably good accord 
with experimental data, only for low values of the mass-damping parameter {e.g., 
for liquid flows), where fluidelastic instability is predominantly caused by negative 
fluid-dynamic damping terms.. For high mass-damping parameters {e.g., for 
gaseous flows), where fluidelastic instability is evidently controlled by fluid-
dynamic stiffness terms, the model greatly overestimates the threshold of fluidelastic 
instability. However, once measured fluid-dynamic stiffness terms are included in 
the model, agreement with experimental data is much improved, yielding the 
threshold flow velocities for fluidelastic instability to within a factor of 2 or better. 

1 Introduction 

Arrays of tubular cylinders subjected to cross flow are fre­
quently used in a variety of heat exchange equipment, e.g., in 
heat exchangers, steam generators, and condensers. A number 
of flow-induced vibration problems are known to arise 
therein, in which the cylinders are excited by the cross flow to 
vibrate at large amplitudes - leading to fatigue and fretting 
failures [1]. The so-called fluidelastic instability is by far the 
most damaging; once a certain threshold cross-flow velocity is 
exceeded, the vibration amplitude often grows to the point 
where inter-cylinder clashing occurs. 

Fluidelastic instability was established as a distinct 
phenomenon - radically different from vibration induced by 
"vortex-shedding," with which it had theretofore been con­
fused-in the 1960s by Roberts [2] and Connors [3]. Connors' 
model especially, perhaps because of the convenient simplicity 
of the final result, gained widespread acceptance. Connors ob­
tained the following expression for the critical flow velocity, 
Uc, for the onset of fluidelastic instability of a single row of 
cylinders in air-flow: 

£/, 
- = K 

r mb -j 
(i) fD "LPD2 

where p is the fluid density, D the diameter and m the mass per 
unit length of the cylinders, / the frequency, and 5 the 
logarithmic decrement of cylinder vibration. In the mid-1970s, 
Blevins [4, 5] extended the analysis to deal with multirow ar­
rays of cylinders, the final result once more reducing to the 
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form of equation (1), but with a different proportionality fac­
tor, K. 

Ever since then, a great deal of effort was expended trying 
to empirically determine values of K, which would serve as 
design guidelines for different types of array, e.g., [6]. In 
some cases, equation (1) was modified by separating the two 
dimensionless quantities, 8 and m/pD2, and placing exponents 
on each, different than Vi, and so on [7-12], These various ef­
forts were only partially successful: if the system being ana­
lyzed was sufficiently close to the experimental data base on 
which the empirical expression being used was based, then 
prediction of fluidelastic instability was found to be 
reasonably good; otherwise, discrepancies of up to one order 
of magnitude were found be possible [1, 11, 12]. This led to a 
new series of studies in the 1980s, where attention was once 
more focused on the fluid mechanics of the problem - leading 
to four distinct new analytical models for fluidelastic 
instability. 

Chen [13, 14] undertook an ambitious analytical formula­
tion of the fluid mechanical forces, some of which cannot be 
obtained analytically. However, if these latter are taken from 
measured quantities (e.g., from Tanaka and Takahara's 
measurements [15]), very good agreement with experiment is 
obtained. Nevertheless, to apply this model, it is necessary to 
measure the unsteady fluid-dynamic forces on an oscillating 
cylinder and at least its immediate neighbours, for a range of 
reduced velocities and amplitudes, and for each geometrical 
arrangement to be analyzed, which is a difficult and time-
consuming task. 

An analytical model requiring less empirical input was 
developed by Price and Paidoussis [16-19]. This is a quasi-
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Fig. 1 The two types of staggered cylinder array in cross flow, analyzed in this paper: (a) "normal," and (b) "parallel," or 
"rotated," equilateral triangular array. The dimensionless pitch ratio, spID, is defined, and the separated (rotational) flow 
regions are sketched in, behind two cylinders in each case. 

static model, requiring measurement of the fluid-dynamic stif­
fness (displacement-dependent) terms only, and incorporating 
fluid-dynamic damping terms in the manner of Den Hartog's 
model for the analysis of iced transmission lines. In its latest 
version, the model incorporates phase-lag between cylinder 
motion and motion-induced forces in the manner proposed by 
Simpson and Flower [20]. This theory has been found to be in 
reasonably good agreement with a wide range of experimental 
data [18, 19]. 

Another model, requiring even less empirical input, was 
developed by Lever and Weaver [21], in which fluidelastic in­
stability is presumed to be governed by interstitial flow 
redistribution associated with, and lagging behind, motions of 
any one cylinder in the array. The results obtained agree 
remarkably with Chen's [14], despite fundamental differences 
in the two analytical models, as well as with experimental 
results. 

Another model was proposed by Paidoussis, Mavriplis, and 
Price [22], which analyzes the system by means of potential-
flow theory-in a manner similar to Chen's earlier work [23]. 
This, apparently unreasonable approach, is based on the 
observation that, for some array geometries, the wakes 
(regions of rotational flow) are quite small [24, 25]. This 
model also incorporates a heuristically-introduced phase lag 
between cylinder displacements and displacement-dependent 
forces. Although it is recognized at the outset that potential 
flow theory is not the best fluid-mechanical tool for analyzing 
such systems, the model gives some interesting insights into 
the mechanism of fluidelastic instability and achieves predic­
tion of the critical flow velocities within a factor of three or 
better. This model requires but one empirical input - namely, 
the aforementioned phase lag betweeen cylinder dis­
placements and displacement-dependent forces. Considering 
the drastic simplifications in this theoretical model, the most 
serious of which is to ignore the existence of wakes, the results 
were considered to be sufficiently encouraging to warrant pur­
suing this line of work, leading to the present paper. 

In this paper, the mean flow is considered to be made up of 
two regions: the potential-like flow outside the wakes, which 
may be analyzed by inviscid flow theory, and the rotational 
flow regions within the wakes. Making certain simplifying 
assumptions concerning the latter, a composite mean flow is 
constructed, on which the unsteady, vibration-induced flow 
field is then superposed. The fluid-dynamic forces on the 
cylinders may then be formulated analytically, if only the 
measured pressure distribution on a cylinder within the array 
is available. Thus, this analytical model falls within the 
category of the attempts designed to predict fluidelastic in­
stabilities with minimum empirical input. 

2 The Nature of the Flow Field 

Rudimentary flow visualization experiments [25] were per­
formed in a kerosene-vapour smoke tunnel, for both the nor­
mal and rotated triangular arrays of Fig. 1. A set of surface 
pressure measurements on centrally located cylinders in the ar­
ray was also undertaken in a wind tunnel, to complement the 
flow visualization experiments. For the inter-cylinder spacings 
tested, it was found that the regions of rotational flow, i.e., 
the wakes, are of limited extent, as sketched in Fig. 1. The re­
mainder of the flow field appeared to be a fully-developed tur­
bulent corridor- or duct-like flow meandering through the 
cylinder array. 

In order to assess the nature of this duct-like flow, an elec­
trical potential analogue was constructed, so as to test whether 
this flow may be modelled by means of potential flow theory 
[25]. With the electrical analogue apparatus, involving elec­
trical conducting paper, cut in the shape of a portion of the 
duct-like flow passage, it was possible to obtain surface 
pressure distributions on the cylinder, outside the wake. Then, 
by comparing these pressure distributions to those measured 
in the wind tunnel, it was concluded that the duct flow may 
adequately be modelled by potential flow theory. 

Hence, in the absence of cylinder motion, the flow field 
consists of rotational wake regions and duct-like flow regions. 
The former are difficult to model and will simply be con­
sidered here as "dead" regions, in which the mean flow veloc­
ity is null; the latter will be modelled by means of potential 
flow. Superimposed on this flow field is the flow generated by 
cylinder motions. The method of superposition of the two 
flow fields is discussed in the next Section. 

3 Formulation of the Analytical Model 

The incorporation of the effect of flow separation and the 
superposition of inviscid and viscous flows into a single self-
consistent analytical model are difficult to achieve. However, 
examples of relatively successful attempts do exist: e.g., 
Kelly's [26] analysis of the flow about slender bodies at 
oblique angles of attack, involving the combination of an em­
pirically determined cross flow and an analytically determined 
axial flow; also, Paidoussis and Wong's [27] analysis of cross-
flow-induced flutter of thin cylindrical shells, where the 
vibration-induced unsteady potential flow was superposed on 
the steady viscous cross flow. 

Here it will be attempted to superimpose the vibration-
induced flow field on the mean steady flow, which itself is 
composed of two flow regions, the wake and the duct-like 
flow, as discussed earlier. As the model is formulated in the 
context of linear stability theory, cylinder vibrations are con-
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Fig. 2 The system under consideration, showing the coordinate 
systems (x,y), (r,-,9;) and the displacements of the /th cylinder, u ( and vt, 
as well as the fluid forces acting on cylinder;', Hy, and Vy 

sidered to be small; hence, it is assumed that no flow separa­
tion takes place, insofar as the vibration-induced flow is con­
cerned. The cross-flow field is obtained empirically, in terms 
of the surface pressure distributions on a cylinder in the midst 
of a large stationary array, as described earlier. 

3.1 The General Approach. Consider the flow field in a 
vibrating array of cylinders to be represented by a potential 
function, $, such that 

Hr,e,t) = <t>Q(r,6) + <t>(r,e,t), (2) 
where 0O is the potential due to the steady cross flow in the sta­
tionary array and 6 is the potential due solely to cylinder 
vibrations. (Of course, it is understood that the viscous cross 
flow cannot be represented by a potential function; however, 
this hypothetical 4>0 is introduced here as an aid to under­
standing the general approach taken.) 

Consider the array to be composed of k cylinders, and let 
(rh dj) be the polar coordinate system centered on cylinder /', as 
shown in Fig. 2. For each nonvibrating cylinder, the condition 
of impermeability at the cylinder surface dictates that the 
radial surface flow velocity, Vr, be zero. Hence, on a cylinder 
vibrating with velocities dUj/dt and dv/dt, in the x- and y-
direction, respectively, 

Vr ~a7T -R, 

dVj 

i=l,2,. • -,k. (3) 

For a nonvibrating cylinder the tangential surface velocity, 
excluding any boundary-layer effects, is 

= {\/ri){360/3ei)\ 
i—K, \r:—K: 

= C//,(0,), 1=1,2, 

(4) 

where U is the free-stream cross-flow velocity; //(#,•) is deter­
mined experimentally, for a certain range of Reynolds 
numbers, by converting measured surface pressure distribu­
tions to surface velocity distributions via Bernoulli's equation. 
Similarly, for a vibrating cylinder 

i 1 d</> I 
= uf,%) + —-£- _ n . '=1 .2 ,*. (5) Vt 

-•Ri 36: •-R, 

To obtain the unsteady pressure distributions on a vibrating 
cylinder, the unsteady form of Bernoulli's equation may be 
used, i.e., 

[ - + ViV2 + 
36 

~~dT ] , = * , - = J 
*'=1,2, . . . ,k, (6) 

where Kis the vectorial sum of Vr and Ve, and Pconst is an ap­
propriate stagnation pressure. 

By integrating these pressure distributions, 
dynamic forces on cylinder ;' may be obtained, 

the fluid-

• • - ! ; 
Hi = -

--R, 
Ricosd/ddi and 

Vr- (
2-ii 

0 -R, 
Rfiindiddi, (7) 

in the x- and ^-direction, respectively. 
All cylinders are supposed to be identical, with flexural 

rigidity EI, mass per unit length m, and an equivalent viscous 
damping coefficient c = 2mfb,/being the cylinder natural fre­
quency and 5 the logarithmic decrement of mechanical damp­
ing in vacuum. The equations of motion are then given by 

d4U: dU: d2U: 34V: 3V: 32V: 
EI—±+C—!- + m—J- = H„ EI—-^ + C—^ + m—^-=Vi, 

3z4 dt dt2 ' 3z4 dt dt2 

/= 1,2, . . . , * . (8) 

Solution of these equations permits the assessment of stability 
of the system for any given value of U. 

3.2 The Unsteady Potential Function. The unsteady 
potential function due to motions of all the cylinders in other­
wise still fluid must clearly satisfy Laplace's equation, 
V 2 $ = 0, subject to the boundary conditions <£—0 as r^oo 
and equation (3). The method of solution, having already been 
obtained [28, 29], will not be presented here again. Denoting 
by 6' the form of 6 expressed in terms of a coordinate system 
centered on cylinder /, the solution may be expressed as 
follows [29]: 

f, R"+i 

<t>' = Li n—[fl/«cos n6i + binsm ndJ 
n = 1 ri 

. f» v v r(-i)"("+"?-D'*"+1'f1x 
+ Li LI LJ I ml(n-\y.Rfl+n -> 

{aJncoslmdi -{m + n)^u] - bj„sm[mOj -{m + n)\l/u]}, (9) 

where R,j and \j/y are defined in Fig. 2, ain and bjn are of the 
form 

r 

1=1 v 

* ( 
Li bM 
1=1 y-

i-

dU/ 

9u, „ 

= 1,2, . . 

dvn 

irJ' 
dvn 
irJ* 

,k\ n = = 1,2 (10) 

and the starred sumation excludes j = /. The aM, fiinl, yjnl, 8in/ 

are obtained by solving a set of linear nonhomogeneous equa­
tions given in reference [29]. 

3.3 The Initial Form of the Fluid-Dynamic 
Forces. Substituting equations (3) and (5) into (6) and thence 
into (7), one obtains, to first-order approximation, 

f2"- 36 I 
H, = pR\ —-\ cos6:dd: 

Jo dt \r;=R ' ' 

+ pUR 
2TT 1 36 

R 
•2» 

30, 
fiiejcosdidd, 

+ VipU2R^ ffie^cosdiddi, 

•', = P 4 2 ^ Jo dt smd/ddi 
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+ Vi 

pUR\ — MdJsmOiddj 

(11) 

where the superscript / on <j> (as in equation (9)) has been sup­
pressed, and the fact that Rj=R, i—l,2, . . . ,k, has been 
utilized. 

Now, in view of the form of equations (9) and (10), it is easi­
ly seen that: (i) the first terms in Ht and Vh in equations (11), 
are proportional to cylinder accelerations, i.e., they are fluid-
dynamic inertia terms; (ii) the second terms, proportional to 
cylinder velocities, axe. fluid-dynamic damping terms; and (iii) 
the third set of terms are the steady drag and lift on the 
cylinders; the absence of fluid-dynamic stiffness terms should 
be noted here. 

This last omission arises from the fact that <j> does not con­
tain any displacement-dependent terms, whereas fluid-
dynamic stiffness terms are known to exist and to play an im­
portant role in precipitating instability [13, 14, 16-19]. 
However, such forces may be introduced empirically, by 
measuring the steady drag and lift on a cylinder as a function 
of displacement and then taking the slope of the resultant 
terms about the point of zero displacement [17]; thus, 

fti du, ftx dv, 
(12). 

and similarly for Cu- Hence, it is clear that equations (11) 
may be rewritten in the following functional form: 

H, = X) [pvRHAiM+BuvJ + pURiCnii, 
i=\ 

+ Dilv,) + pU1R(Eilul+Filvl)}+pU1RC°Dh 

k 

V, = y£t^P-KR2^Aiiiii + Bni}i) + pUR(C;,ul + D'uvl) 

+ pU2R(E;lul+F;,vl)}+pU2RC0
Li,i=l,2, - - -,k, 

(13) 

where the constants Au Du may be determined 
analytically and Eu, Fu empirically, and similarly for the 
primed quantities; the dot denotes differentiation with respect 
to time. 

4 Elaboration of the Analytical Model 

The analytical model, as developed in Section 3, suffers 
from a number of problems, which will be discussed next. It is 
rather difficult to appreciate the reasons for the modifications 
to be introduced here, without having the foregoing 
framework of the overall model at hand; this explains what, at 
first sight, might appear a circuitous route to the final form of 
the analytical model. 

A simple test, perhaps the simplest, was first made by 
analyzing the following problem: a single cylinder moving 
with uniform velocity U in purely inviscid quiescent fluid, in 
the x-direction. In this case, u=U, i) = 0, ii=v = 0, and 
Vr = Ucosd, Ve = Usind on the cylinder surface. Using the full 
unsteady Bernoulli equation, the pressure around the cylinder 
is found to be 

(14) P \r=R = - VipU2 + constant, 

which is clearly wrong. By solving analytically the classical 
problem of a doublet in uniform flow, or the equivalent 
problem of a doublet moving uniformly in still fluid, the cor­
rect pressure distribution is found to be 

The source of the error is associated with the d<t>/dt term in 
Bernoulli's equation, which in the present form of the 
analytical model yields inertia terms only, whereas in the pro­
per moving-doublet analysis it yields other terms as well. The 
reason for the erroneous result was identified to be the follow­
ing: the change in position of the coordinate frame (r,d), fixed 
on the vibrating cylinder, has not been taken into account. 
Although this error has also been identified in conjunction 
with the purely potential flow analysis of reference [22] and 
properly corrected through the use of a moving reference 
frame, it is not possible to do so in this case, simply because 
the function/;(0,-) is known only in terms of a fixed coordinate 
system (i.e., it is not known how/ ;(0,) changes with motion of 
the cylinder itself, let alone with motion of adjacent 
cylinders). 

Hence, the only option available is to apply Bernoulli's 
equation in steady flow (except for the calculation of inertia 
forces, which are correctly handled by the analysis as it stands 
[22]), thus exploiting the equivalence of a cylinder subject to 
uniform cross flow to a cylinder moving with constant velocity 
in still fluid. In other words, a velocity equal and opposite to 
that of the cylinder must be superimposed on the mean flow 
velocity, thereby recasting the problem in a moving reference 
frame and bringing the cylinder to rest. Thus, superimposing 
the velocity 

-ui= -(u cos 8)er + (« sin 6)ee, 

where i, er, ee are the unit vectors in the x-, r-, and 0-direction, 
respectively, yields Vr = 0, Ve = 2 u sin d. Then, utilizing 
these modified flow velocities in Bernoulli's equation, the cor­
rect pressure distribution of equation (15) may be obtained. 

Hence, generalizing the above for the problem at hand re­
quires that <j> be modified, such that 

4>' = 4>' - uficosdj - y,v,sin0, (16) 

in the calculation of the velocity-dependent terms, yielding 

H, = 
Jo dt 

r2n l 
+ pUR\ 

Jo i? 

cosd/ddi 

ftftcose^o, 

+ plfiR^t(Eilul + Filvl) 
i=i 

+ ViplflR V f) (flJcosdjdOi (17) 

and a similar expression for K(. Similar changes would be 
necessary in equations (13), where now Cu replaces Cih and so 
on, so that 

( 2ir 

o /,.(0;)sin0,.cos0;tf0;, 

AY = A / - S / / ] 0 /,(e,)cos20,</0„ 

(18a) 

(186) 

Pi ,-P„ 1 /2pt/2(l-4sin20). (15) 

for instance, where Su is Kronecker's delta. 
This problem has been solved, however, only at the expense 

of creating another, albeit smaller one: by effecting the correc­
tion of equation (16), new velocities were effectively imposed 
on cylinders adjacent to cylinder ;'; nevertheless, since the 
forces acting on a cylinder are mainly generated by its own 
motion, as opposed to motion of adjacent cylinders, the 
problem may be considered to have been minimized. 

Another modification which has to be introduced may be 
elucidated by considering the pressure distribution around a 
stationary cylinder in the viscous flow field, which is found to 
be 
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^ U « - / , o o = 1 / 2P^[ i - / 2 ( e ) ] ; 

it is recalled that the tangential velocity on the cylinder surface 
is Uf(0). Consider now the superposition of this mean-flow 
field on the vibration-induced one. On the one hand, f(8)=i) 
must be taken in the wake, in accord with the assumption that 
the mean flow velocity in the wake is zero. On the other hand, 
if f(S) = 0 is applied to the pressure expression above, this 
would imply that the pressure in the wake is equal to the 
stagnation pressure, which is known to be incorrect. 

This problem arises because of the manner of linking the 
empirical viscous flow to the potential, vibration-induced 
flow: although the superposition of the vibration-induced 
flow velocity, (UR)(d4>/dd), on the mean tangential flow 
velocity, Uf(8), is admissible in regions of irrotational flow, it 
is inadmissible in the wake; i.e., the same Bernoulli equation 
cannot be used across the free (separated) shear layer. 

Hence, the two flow regions must be treated separately, 
through the use of two unsteady Bernoulli equations: 

-+ViV1 + 
d<f> 

~~dT 
-P., and = Pb(0, (19) 

valid outside and inside the wake, respectively, where V=0 
was taken in the latter region; Psl is the stagnation pressure at 
the front of the cylinder and Pb is the base pressure, which is 
taken to be constant through the wake, but time-varying, as 
will be shown later. 

Hence, the fluid-dynamic forces are given by 

dtp 
H-,= [ \vipV2+~—PJR cos 8td6i 

J o.w I. at J 

+ j. w {^jjf-pb\R cos e'dd" ' = 1>2> • ,k, (20) 

and an equivalent expression for V,-, where o.w. and i.w. stand 
for outside and mside the wake, respectively; the fluid-
dynamic stiffness terms have been omitted from equation (20), 
for simplicity. Next, making use of the fact that if Pst were ex­
erted all around the circumference of the cylinder, no net force 
would have resulted, this expression may be re-written as 

2" d(j> 
P~oT 

R cos 8 "»<+L 
+ ( (Ps, -P„)R cos 0,-rf0„ /= 1,2, . . 

J i.w. 

VipV-R cos 6,dd, 

,k. (21) 

It must be noted at this stage that, although the base pressure 
coefficient is a constant, Psl —Pb is generally not. 

Next, an assumption must be made regarding the base 
pressure; it will be taken to be equal to the surface pressure at 
separation, denoted by Pse, so that 

Psl-Pb=Psl-Pse=YipV2se- (22) 

This assumption seems reasonable, upon inspection of ex­
perimental pressure profiles about a cylinder in cross flow, 
e.g., Roshko's [30], where P~Pse is observed beyond 
separation. 

With this modification, the final form of the equations for 
the fluid-dynamic forces may now be obtained. Thus, writing 

2(7 d4> 

the following expressions for the fluid-dynamic forces are ob­
tained: 

H, 
' 2 T d(t> 

R cos djdd, 

+ PUR 
2* r/,(g,) dj 
3 I R 90,. \r;=R J 

cos 6:d8, 

+ PIJ2R Y, {Eua+FuVt + plPR&B,, (23) 

V, = 
Jo 

d<j> 
R sin e,dOi 

+ PUR r2* \m 
Jo L R 

m) a* 
de, 

sin 8,dd: 

+ pV1RYi(
E'«ui+F'uVi) + pU2RC?u, (23) 

where the starred bracket indicates that the term within takes a 
constant value in the wake, equal to that at the separation 
point. 

This represents the final form of the analytical model, in 
which (i) two Bernoulli equations have been utilized, one in­
side and the other outside the wake, and (ii) they have been ap­
plied in such a manner, that if cylinder / were moving alone, 
the correct pressure distribution and forces thereon would be 
obtained. The fluid-dynamic stiffness terms were not 
elaborated upon, since they are determined empirically; in the 
following, their importance will be assessed by first con­
ducting calculations without these terms, and then with them. 

5 Calculations, Results, and Discussion 

The equations of motion were first linearized and then non-
dimensionalized, whereby the following dimensionless 
parameters emerged: the mass parameter, m/pD2; the in 
vacuo logarithmic decrement of mechanical damping of the 
cylinders, 5; the reduced velocity, U/fD, where / is the in 
vacuo first-mode frequency, in Hz; the frequency ratio 
kP =fp/f> where fp is the actual frequency of the pth mode. 

The equations are then solved by modal-analysis techniques 
and by transformation into the form of a standard eigenvalue 
problem. Ad hoc computer programs [25] yield the system 
eigenfrequencies for any given [7; by incrementing U gradual­
ly, it is thus possible to determine Uc, the critical flow velocity 
for the onset of fluidelastic instability. 

Calculations were conducted for an array of only seven 
cylinders (k = l), with sp/D= 1.375, involving one central 
cylinder and another six clustered arount it in a circle. Some 
calculations were also done with twelve-cylinder arrays and 
the results were found to be sufficiently close to those with 
k = l (within 1 percent for Uc) to conclude that the seven-
cylinder array adequately models much larger systems. In the 
calculations for <j>, the summations in equation (9) were trun­
cated at « = W7 = 10; truncating at n = m= 12, resulted in dif­
ferences of less than 0.01 percent. 

For the rotated triangular array (Fig. 1(b)), the portion of 
the wake which is reattached to the front of each cylinder was 
not treated as a constant pressure zone similar to the wake at 
the rear. This is because this forward region is delimited by 
two stagnation points, between which the pressure drops 
toward the base pressure (of the upstream cylinder) near the 
leading edge of the cylinder; hence, the flow in this region is 
neither inviscid nor isobaric, but is composed of a type of 
shear layer about each stagnation-separation streamline. 
Hence, the flow field in rotated triangular arrays is rather 
complex and, for this reason, the analytical model is con­
sidered to be better suited for normal triangular arrays. 

The results for the threshold of instability are shown in Figs. 
3 and 4 for the rotated and normal triangular arrays, respec­
tively-both without and with the fluid-dynamic stiffness 
terms. The critical flow velocities are presented in terms of the 
so-called reference-pitch flow velocity, Upc, for ease of com­
parison with the available data, where 
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Upc = [sp/{sp-D)]Uc (24) 

The experimental data in Figs. 3 and 4 are for various sp/D. 
However, as these are in the range 1.3 to 1.5, it is supposed 
that comparing them with the theoretical ones, for which 
sp/D= 1.375, would provide a reasonable test for the theory. 
The same applies to 5, which in the theoretical calculations has 
been taken to be 5 = 0.01, while in the experiments it covers a 
wide range. Indeed, in the experimental data, 5 was sometimes 
measured in air (essentially in vacuum), sometimes in still li­
quid, and sometimes in flowing fluid, rendering comparison 
with theoretical results problematical. The same applies to m 
and/ , which are sometimes the values in air, sometimes in li­
quid (where applicable), and so on. 

Considering Fig. 3 first, it is seen that, if the fluid-dynamic 
stiffness terms are omitted, then agreement between theory 
and experiment is not good, the main reason being that theory 
predicts a quasi-linear relationship between Upc/fD and 
mh/pD2, whereas the experimental data, for mS/pD2>l ap­
proximately, indicate something closer to a square-root rela­
tionship. The only range of reasonably close agreement is for 
low values of mb/pD2, i.e., in liquid flows. On the other 
hand, if the fluid-dynamic stiffness terms are incorporated in­
to the analysis, then reasonably good agreement is obtained 
for most of the range of m8/pD2. This is not surprising, as it 
has been shown by Chen [13, 14] and by the authors [16-19] 
that for gaseous flows the fluid-dynamic stiffness terms are 
predominant, thereby controlling the precipitation of 
fluidelastic instability. 

In the calculations, no phase lag was assumed to exist be­
tween cylinder displacements and displacement-dependent 
fluid forces - as was done, for instance, in different ways, in 
references [18, 19, 22]. By examining the effect of such phase 
lag in these other studies, it is clear that its inclusion would 
have diminished the theoretical Upc/fD, thereby further im­
proving agreement between theory and experiment, over most 
of the range of md/pD2. 

Considering Fig. 4 next, it is seen that, in the absence of 
fluid-dynamic stiffness terms, agreement between theory and 
experimental data is poor through-out, for the same reasons 
noted in the foregoing. It is nevertheless noted that the 
theoretical critical flow velocities are higher, by a factor of ap­
proximately 2, than the corresponding ones for rotated 
triangular arrays, which agrees with Weaver and Yeung's 
observations [31]. Another interesting aspect of the theoretical 
stability curve is the discontinuity at low mS/pD2. At first 
sight this appears to be of the same type as those obtained by 
many authors [14, 18, 19, 21], but may also be associated with 
a change in inter-cylinder modal pattern. 

When the fluid-dynamic stiffness terms are included in the 
analysis, then the agreement between theory and experiment 
becomes quite good in this case also, except for the solitary ex­
perimental point at extremely low mb/pD2. Excluding that last 
data point, it is seen that the theory provides a sensible 
minimum boundary to the experimental data points. Hence, 
as expected, this theory applies more successfully to normal 
than to rotated triangular arrays. 

Incidentally, the results in both Figs. 3 and 4 also show how 
important are the fluid-dynamic stiffness terms for successful 
prediction of the instability threshold. Theories which either 
neglect these terms altogether or predict a conservative set of 
fluid-dynamic stiffness terms (and a correspondingly sym­
metric stiffness matrix) are considerably less successful 
[21,22] - especially at relatively high mb/pD2 - than those that 
utilize the measured, nonconservative set of stiffness terms 
[13-19]. 

6 Conclusion 

The analytical model developed represents an attempt to 
modify a purely potential-flow formulation of the fluid 
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Fig. 3 Comparison between the critical flow velocities obtained by the 
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various sources (refs. [10, 18, 22]), for rotated triangular arrays. For the 
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Fig. 4 Comparison between the critical flow velocities obtained by the 
semi-potential theoretical model and available experimental data from 
various sources (see references [10,18, 22]), for normal triangular arrays. 
For the theoretical results, sp/D = 1.375, 5 = 0.01. 

dynamic forces acting on a cylinder in an array [22], by 
developing a composite flow-field formulation involving (i) a 
viscous cross flow about a stationary cylinder in the array and 
(ii) a vibration-induced potential flow. 

Perhaps the greatest value of this work has been the elucida­
tion of some of the difficulties and the pitfalls associated with 
the superposition of the two flow fields, as described in Sec­
tion 4. These were only partially solved, (a) by dealing with 
regions of irrotational and rotational flow separately, in terms 
of obtaining the unsteady pressure distribution on the 
cylinders, and (b) by developing an approximate scheme for 
dealing with the application of Bernoulli's equation on a mov­
ing cylinder. This latter scheme suffers from the weakness 
that, whereas it correctly accounts for the component of the 
fluid forces associated with movement of the cylinder under 
consideration, it imposes "corrections" on the components 
due to motion of adjacent cylinders, which are fictitious and 
hence erroneous. Perhaps, if the analysis were applied to mo­
tions of a single cylinder in the array, as was successfully done 
elsewhere [19, 21], this last problem might be overcome, 
resulting in better agreement with experimental data. 

It would, of course, also be possible to measure the pressure 
distribution on a cylinder in the array, not only in the 
equilibrium configuration, but also in statically deformed con­
figurations, thereby (i) overcoming this last problem and (ii) 
obtaining fluid-dynamic stiffness terms in a different way. 
However, this would deflect from the original aim of this 
work, which was to develop a model for predicting fluidelastic 
instability with minimum empirical input. 
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Assessing the success of the analytical model, in terms of 
agreement with experimental data, it must be judged as 
poor - unless the empirically obtained fluid-dynamic stiffness 
terms are incorporated in the analysis. However, if that must 
be done, then the model of references [18, 19], requiring equal 
empirical input, must be judged superior. Hence, this 
analytical model is of limited practical interest, and the main 
contribution of this work lies in the probing of the fluid 
mechanical aspects of the problem and in the insights gained 
thereby into the underlying mechanism for fluidelastic 
instability. 
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Flow Around Two Intersecting
Circular Cylinders
One aspect of the flow around two intersecting cylinders, which has attracted little
attention so far, is the structure of a three-dimensional near-wake behind the in­
tersection. Some preliminary measurements ofpressure distributions along the span
were complemented by oil-film surface flow visualization. A strong secondary flow
was found in the near-wake which extended span wise more than three diameters
from the intersection. The main feature was the formation of four symmetrically
positioned pairs of swirling vortices which originated from the surface of the
cylinders. The secondary flow caused an increase in the local drag coefficient.

Introduction

The interference of two parallel circular cylinders in close
proximity has occurred in many practical applications [1] and
has attracted a lot of research [2]. Two intersecting circular
cylinders are also used as structural members in offshore
engineering but have not attracted similar attention.

The interference of two circular cylinders in contact form­
ing a cross produced a complex three-dimensional flow struc­
ture entirely different in both wakes [3]. The main feature of
the secondary flow was a formation of two stationary pairs of
swirling flows attached to the rear side of the upstream
cylinder [3]. The local drag force along the span increased
although the vortex shedding ceased.

The early measurements of drag forces on intersecting struts
and circular cylinders were reported by Biermann and Hern­
stein in 1933 [4]. They established that two intersecting
cylinders forming a letter Vwith an angle lj; produced the same
overall drag coefficient irrespective of the angle lj; in the range
90 deg < lj; < 180 deg. A slight decrease in the overall drag coef­
ficient was found for the intersecting angles 15 deg < lj; < 90
deg for the three test Reynolds numbers: 6 X 104 , 1.06 X 105

5 X 105. Contrary to that a significant increase in the overall
drag coefficient was found for streamlined struts in the range
15 deg < lj; <90 deg. The maximum adverse interference took
place for lj; = 30 deg.

The structure of turbulent wakes behind two intersecting
cylinders at right-angles was investigated recently by Osaka et
a1. [5]. The profiles of time-averaged and fluctuating velocity
components were measured at a Reynolds number Re = 8 x 103

over a wide range of downstream stations from x/D = 3 to
594. They found tha(' 'the decay rate of the centreline defect­
velocity was considerably slower than that found in either two­
dimensional or axisymmetric wakes. Even very far
downstream, the wake did not behave as a simple combination
of two perpendiclliar t.\Vo-dimensional wakes." This could b~

explained bythe existence of strong swirling flows along the
wake. visualiz~d in [3].

"Subsequent analysis of the balance of turbulent energy

Contributed by theFI~idsEngineeringDivision for publication in the JOUR­
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Fig. 1 Lay·out of intersecting cylinders

production and dissipation [6] showed that the diffusion term
was different from two-dimensional wakes." The secondary
flow produced four pairs of streamwise vortices which were
symmetric with respect to the boundaries, i.e., a pair in each
quadrant. The origin of streamwise vortices and their effect on
local surface pressure was not investigated by Osaka et a1.[6].
This is the main object of this paper.
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0= ±1.5 deg at 20:1 odds.) 

The present tests were deliberately limited to cylinders with 
a small aspect ratio of 9 coupled with a high blockage ratio of 
22.6 percent as found in off-shore structures and planar grids 
used to generate turbulence. The strong secondary flow near 
the surface of two intersecting cylinders was visualized by us­
ing the oil-film technique. 

Experimental Arrangement 

The wind tunnel used in this experiment was an open-circuit 
type with a closed test section of 0.45m X 0.45m. The intensi­
ty of free stream turbulence was 0.4 percent. The scale of tur­
bulence was not measured. A pair of circular cylinders of 50.8 
mm diameter were machined and fitted to intersect at right 
angles. The cylinders spanned the test section horizontally and 
vertically and the centre of intersection coincided with the cen­
tre of the test section as seen in Fig. 1. 

The blockage ratio amounted to 22.6 percent and two-

Fig. 2 Pressure distributions measured at R e = 9 x 1 0 4 (±500) for 
1 <Z/D<2.5 and for a single cylinder. (Uncertainty in C„ = ±0.15 in the 
separated region and CD = ±0.05 elsewhere, in Z/D= ±0.05 and in 

dimensional corrections were not applied. The existing correc­
tions developed for the two-dimensional wakes were inade­
quate for the three dimensional wake in the middle. The cross 
formed by the two cylinders in the square test section could be 
considered as an element of an off-shore structure or a grid 
where the tunnel walls could be thought of as "mirrors." The 
effects of blockage and aspect ratio could not be separated in 
the present tests. 

The pressure tappings were drilled in one plane of one 
cylinder at 0, ±65, ±90, and 180 deg, and the pressure 
distribution was measured by rotating the cylinder in in­
crements of 15 deg (±1 deg). The three-dimensional pressure 
variation along the span was measured by displacing the 
monitored cylinder sidewise relative to the other fixed 
cylinder. The ends of both cylinders protruded through 
rubber-sealed holes outside the test section. 

The Reynolds number range covered was from 4.1 X 104 to 
9x 104, which corresponded to the upper subcritical regime. 

N o m e n c l a t u r e 

B 

Cd 

dCp 

dd 

dCp 

dd 

cPCp 

dd2 

the size of test section 

21 Cp cosddd local drag coefficient 

FD 

Cn 

CPb — 

<0 

>0 

= 0 

VipV^DL 

P-Pi 

drag coefficient 

VipV2 local pressure coefficient 

base pressure coefficient in separated region 

favourable pressure gradient 

adverse pressure gradient 

inflexion point corresponds to the separation 
point 

D = outer diameter of cylinder 
D/B = blockage ratio 

Fd = local pressure drag force 
FD = average pressure drag force 

L = length of cylinder 
L/D = aspect ratio 

p = local circumferential static pressure 
p , = free stream static pressure 

VD 
= Reynolds number 

v 

V = free stream velocity 
x = streamwise coordinate 

x/D = nondimensional streamwise coordinate 
Z = spanwise coordinate 

Z/D = nondimensional spanwise coordinate 
v = kinematic viscosity of air 

4> = angle of intersection between cylinders 
p = density of air 
6 — circumferential angle 

6S = angle of separation 
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J
Fig. 3 Pressure distribution measured at Re =9 x 104 (± 500) for
0<ZlD<0.5 (Uncertainty in all parameters the same as for Fig. 2.)

Cpb

-1-0

'5
DISTANCE IN DIAMETERS ALONG SPAN

"0 1·5 2·0

R.
II 4·1 II 10 4

o 9'4 II 104

Z'5

-2,0

x

Fi~. 4 Variation of base pressure coefficient along span for Re == 4.1 x
10 (±500) and 8.9 )( 104 (±500). (Uncertainty in Cpb = ±0.15, in
ZlD == ± 0.05 and in 0 = ± 1.5 deg at 20:1 odds.)

Fig. 5 Surface flow pattern along the horltontal cylinder, upstream
view. Re =4.1 )( 104 (:500.)

Fig. 7 The same as in Fig. 5: top view

Fig. 6 The same as In Fig. 5: downstream view

Journal of Fluids Engineering

Fig. 8 The same as in Fig. 5: bottom view
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The free-stream velocity was evaluated from the pressure dif­
ference measured at the beginning and end of the contraction 
preceding the test section. 

Oil-film visualization was performed by spraying the matt-
black cylinder surface with a mixture of fluorescent powder in 
light oil [7]. The surface-flow photographs were taken in 
ultraviolet light and revealed the powder patterns after about 
20 minutes running time. 

Experimental Results 

The three-dimensional flow in the wake behind two inter­
secting cylinders is expected to be symmetrical relative to both 
cylinders' axes. The strongest interference is expected in the 
plane of mutual intersection and it should gradually decrease 
and approach a two-dimensional wake far away from the 
intersection. 

A typical pressure distribution around a single, nominally1 

two dimensional circular cylinder is shown in Fig. 2 for com­
parison. The well-known features are the favorable pressure 
gradient up to 70 deg, adverse pressure gradient from 70-90 
deg the inflexion point around 80 deg which corresponds to 
the separation point and a flat base pressure in the near-wake 
with Cpb = - 1 . 4 . There was a negligible difference between 
the pressure distribution measured at Re = 9.4 x 104 and 
R e = 4 . 2 x l 0 4 . 

There is always an interaction between the wall boundary layer and piercing 
cylinders which produces a three dimensional horse-shoe vortex, see Baker [8]. 

Fig. 9 Sketch of inferred flow pattern 

The effect of interference is seen in Fig. 2 to spread even 2.5 
diameters away from the centre of the intersection. The 
minimum Cprain is - 2 . 1 , well in excess of - 1.6 found for a 
nominally two dimensional cylinder. The region of the adverse 
pressure gradient extended from 75 to 140 deg with an 
estimated separation at 105 deg and Cpb = - 1.6. At about 2 
diameters from the intersection, Cpmin = - 2 . 0 , and the extent 
of the adverse pressure region was reduced from 140 to 115 
deg with separation just beyond 90 deg. Nearer to the intersec­
tion, Cpmin = - 2.3, the adverse pressure gradient became steep 
between 75 and 100 deg, the separation was 85 deg and 
Cpb=-1.4. 

When the cross-section with pressure tappings was displaced 
towards the intersection at any distance less than Vi diameter 
some pressure tappings were covered by the other intersecting 
cylinder. Figure 3 shows these "incomplete" pressure distribu­
tions. There are two distinct features of these pressure 
distributions: 

(a) The favorable pressure gradient becomes less steep at 
first indicating a stagnant region followed by an almost 
discontinuous fall in pressure coefficient. This is seen for all 
three spanwise stations where pressure was measured. 

(b) The flat pressure distribution measured in the near-
wake region showed consistently that the base pressure was 
higher than that found behind the nominally two-dimensional 
cylinder. The variation of Cpb along the span is shown in Fig. 
4. There is a Reynolds number effect in the location of the 
c 
^pbmm' 

The variation of local pressure in the separated region along 
the span indicates the existence of secondary flow. Figures 5-8 
show the surface flow pattern produced by the secondary flow 
which considerably distorted separation lines. The "blobs" of 
accumulated powder, seen in Figs. 7 and 8, are located in the 
regions where the minimum base pressure was measured. The 
minimum base pressure induces a maximum local drag coeffi­
cient and it is evident in Figs. 6 and 8 that vigorous swirling 
flows surround the blobs. Hence it may be inferred that the 
blobs are imprints of the centers of streamwise vortices with 
concomitant minimum pressures. These two pairs of attached 
streamwise vortices on each cylinder are sketched in Fig. 9. 
This is in agreement with hot wire measurements in the far-
wake [5]. The variation of the extent and location of the 
adverse pressure gradient region is seen to be closely related to 
the distorted separated lines. The separation points can be in­
ferred from the inflexion of local pressure distribution curves. 

The most important parameter from the practical point of 
view is the variation of the local drag coefficient along the 
span of the cylinder. The local drag coefficient was evaluated 
from the measured pressure distributions. Figure 10 shows the 
variation of local drag coefficient for two Reynolds numbers. 
The maximum value of the local drag coefficient coincided 
with the minimum base pressure coefficient shown in Fig. 4 
and with the location of blobs seen in Figs. 6 and 8. The local 
minimum of drag coefficient around Z/D= ±1 for both 
Reynolds numbers cannot be explained. 

Fig. 10 Variation of local pressure drag coefficient along the span 
(a)Re = 4 x 1 0 4 and (6) R e = 9 x 1 0 4 . 
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Conclusion 
The combined measurement of pressure distribution around 

and along the cylinder and the application of the oil-film 
visualization techniques confirmed the existence of four pairs 
of stream wise vortices as found in [3] and [5]. These stream-
wise vortices originate at the surface of the cylinders in the 
near-wake region. The variation of local base pressure along 
the span of the cylinder was related to the secondary flows and 
resulted in a maximum local drag coefficient in the attachment 
region of streamwise vortices. 
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An Investigation of Compressible 
Flow Characteristics of Butterfly 
Valves 
Compressible flow characteristics including mass flowrate, onset of "choked" flow, 
stagnation pressure loss, and static pressure recovery have been investigated for but­
terfly valves. A simplified sudden-enlargement in flow area theoretical model has 
been used to characterize the overall mass flowrate and pressure characteristics of 
the valve flow. A series of small-scale compressible flow experiments has also been 
conducted using sudden-enlargement configurations with different nozzle 
geometries and using geometrically similar model valves. These experiments pro­
vided a database for augmenting the simplified theoretical model with needed em­
pirical information and for assessing the range of applicability of the theoretical 
model. This method can be used to predict the mass flow and pressure 
characteristics of full-scale valves based on model experiments and/or to determine 
the overall operating characteristics of full-scale valves from in situ pressure 
measurements. 

Introduction 

Under certain combinations of valve-disk opening angle and 
pressure difference across the valve, compressible flow effects 
can significantly alter the performance characteristics and 
flowfield of a butterfly valve. At these conditions, regions of 
transonic and supersonic flow can develop in the vicinity of 
the valve-disk and downstream of it. In addition, limitation of 
the mass flowrate through the valve may occur with the onset 
of "choked" flow, and complex systems of expansion and 
shock waves may develop at and downstream of the valve. In 
turn, these processes establish the pressure distribution 
through the downstream of the valve. 

In design and performance analyses of valves which are to 
operate with compressible flow, the prediction of the mass 
flowrate and overall pressure characteristics is an important 
consideration. Separated flow regions form downstream of 
the valve-disk and can vary significantly in size depending on 
the valve-disk opening angle. These separated flow regions 
tend to behave as a sudden-enlargement in flow area to the 
flow passing between the valve-disk and seat. In this investiga­
tion, a simplified sudden-enlargement theoretical model has 
been chosen because it includes the essential features necessary 
to describe the overall operating characteristics of the valve. If 
an "effective" sudden-enlargement in area ratio can be deter­
mined from experiments for the valve, the theoretical model 
can be used to predict the mass flowrate and overall pressure 
characteristics of the valve. To demonstrate the method, ex­
periments with model valves and a full-scale valve have been 
used to determine the "effective" sudden-enlargement area 
ratio for the valves as a function of valve-disk opening angle. 

Jet Flow Region ^Seporoied Flow Region -

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, February 24, 1984. 

Jel Flow RegionA Uniform Flow-
-Stagnalion Flow Regions 

Fig. 1 Qualitative flowfield features in a partially open butterfly-type 
valve 

Qualitative Nature of Butterfly Valve Flow 

Based on flow visualization studies, the flowfield within a 
partially open valve is illustrated in Fig. 1. The flow changes 
speed and direction as it approaches the valve-disk because of 
the decreasing flow area and the orientation of the disk. On 
the upstream surface of the disk, a stagnation region forms; 
outside of this region, the flow direction is toward the 
periphery of the disk. The flow is accelerated as it passes be­
tween the wall and the valve-disk because of the decreasing 
flow area. Near the periphery of the disk, the flow separates 
and becomes a jet flow which is bounded on one side by the 
wall and on the other side by the separated flow region in the 
wake of the valve-disk. The separated flow region includes 
recirculating flows and a stagnation flow region on the 
downstream surface of the disk. The jet and separated flows 
interact, mix, and recompress downstream. Sufficiently far 
downstream of the valve-disk, the flow must again occupy the 
available flow area and approach a fully-developed flow 
(which is modeled one-dimensionally as being uniform). 

The mass flowrate and pressure characteristics of the but­
terfly valve are strongly affected by the interaction between 
the jet and separated flows downstream of the valve-disk. The 
separation at the valve-disk effectively subjects the flow to a 
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sudden-enlargement in flow area. The nature and irreversibili­
ty of the flow through the valve are strongly dependent on the 
sudden-enlargement area relative to the flow area at separa­
tion. In particular for a compressible flow, transonic and 
supersonic regions can develop in the jet flow. As a result, 
choking of the flow through the valve can occur, relatively low 
pressures can occur in the separated flow region, and the flow 
can recompress to higher pressure levels far downstream. 

In a valve, the size and structure of the separated flow 
region depend on the valve geometry and the valve-disk open­
ing angle and, to a lesser extent, the local flow conditions. 
Qualitatively, the flow experiences a smaller sudden-
enlargement area change when the valve is fully open than 
when the valve approaches the fully closed position. Thus, the 
sudden-enlargement area would be expected to vary con­
tinuously between these limits as a function of valve-disk 
opening angle. 

Theoretical Analysis 

Theoretical Flow Model. The simplified theoretical flow 
model selected to represent the flow through a butterfly valve 
is shown in Fig. 2. This flow model includes the essential 
features of the valve flow necessary to predict the mass flow 
and overall pressure characteristics, viz., the jet flow, the 
sudden-enlargement in flow area, and the mixing and recom­
pression to a uniform downstream state. In this model, flow 
from an ideal converging nozzle separates at the sudden-
enlargement at station 1, and forms a separated flow region 
bounded by the mixing duct wall and the jet flow from the 
nozzle. These flows interact and mix within the duct and ap­
proach a uniform flow far downstream in the mixing duct.1 

The compressible flow through a sudden-enlargement in 
flow area has been extensively investigated in the literature 
[1-9]. It has been shown that there is good agreement between 
predicted and experimentally determined flow characteristics 
for the discharge of a converging nozzle into a sudden-
enlargement in flow area. The theory developed herein pro­
poses to use this well known sudden-enlargement analysis to 
model the pressure and mass flow characteristics of the flow 
through butterfly valves. However, to relate the theoretical 
model and actual valve flows, "effective" nozzle-to-duct area 
ratios must be determined as a function of the valve-disk 
opening angle and the upstream and downstream flow condi­
tions using model or full-scale valve experiments. In this way, 
some of the complexity of the valve flow is incorporated into 
the theoretical model via this empirical area ratio relationship. 
To the authors' knowledge, this is the first time the sudden-
enlargement flow model has been applied to model the 
operating characteristics of the flow through valves. 

Theoretical Formulation. The conservation principles are 
applied to the control volume indicated in Fig. 2 to analyze 
compressible flow through the sudden-enlargement in flow 

Experiments have shown that a uniform downstream flow is approached 
within the mixing duct for duct length-to-diameter ratios, L/D, in the approx­
imate range: 8 < L/D < 12. 

-Long Mixing Duct—Jj-

® 
[PiJi.Vi.MLft.PoJ [P2,T2,V2,M2,/o2,P02]' 

Fig. 2 Sudden-enlargement in flow area model 

area. For steady and uniform flow at stations 1 and 2, the con­
tinuity equations becomes: 

w = plAlVl=p2A2V2 (1) 

If shear stresses at the wall are neglected, the momentum 
equation becomes: 

Pb^(A2~Al) + PlAl-P2A2=p2A2V
2
2-plAlV

2
l (2) 

For compressible flow, P , > Pbase . For the flow of a calorical-
ly perfect gas without shaft/shear work and heat transfer, the 
energy equation simplifies to: 

To = T'oi = Tm (3) 

Equations (l)-(3) can be combined and simplified into the 
following equations which are convenient for computations. 
These equations are: 

and 
p 
1 bast = ( 7 + l ) 

A, 

A J A, 

5T ^ ' M 2> {yMi) (4) 

\-AJA- -][^-<T.^) 

^ (7, M,) ][^(7 Mx) (5) 

The gas dynamic functions, P/P* and F/F*, are defined as: 

(6) -^(y,M)=M~l [(^r)0*¥" 
and 

- ^ ( 7 , M ) = M - ' [ l + 7 ^ ̂ ][2(y+l)(l+^-M (7) 

From equations (4) and (5), the base and downstream 
pressure ratios can be expressed in terms of the upstream 
stagnation pressure by: 

Pi 

and 

P P 
I T " ' "FT (7.A*,) 

(7,M,) 

(8) 

(9) 

N o m e n c l a t u r e 

A = area 
CF = flow coefficient, w/wc 

D = diameter 
L = length 

M = Mach number 
P = pressure 
R = gas constant 
s = specific entropy 
t = valve-disk thickness 

T = 
V = 
w = 
a = 

7 = 
P = 

vAl/A2)E = 
(p2/p0y = 

temperature 
velocity magnitude 
mass flowrate 
valve-disk opening 
angle 
ratio of specific heats 
density 
effective area ratio 
pressure ratio for onset 
of choked flow 

Supscripts 

0 = 
1,2 = 

^TM = 
B = 

base = 
CN = 

N = 

V = 

stagnation condition 
flowfield locations 
atmosphere 
back 
base region 
ideal converging nozzle 
actual converging 
nozzle 
valve 
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where the isentropic pressure ratio function, P/P0, is defined 
b y : P / - y - l \ -T/(7-D 

— ( 7 , M ) = ( l + - ^ - M 2 J (10) 

The ratio of stagnation pressures at stations 1 and 2 is given 

P V P ~\V P i - l r p • i f n^Mb^H -brJ (11) 

where P2/P\ is obtained from equation (4). 
For one-dimensional adiabatic flow, the specific entropy 

difference between stations 1 and 2 is given in terms of the 
stagnation pressure ratio by: 

(s2-s1)/R=-ln(P02/Pm) (12) 

Thus the irreversibility in the flow between stations 1 and 2 is 
directly related to the ratio of the stagnation pressures at those 
stations. 

Flow Regimes. In this one-dimensional analysis, there are 
two flow regimes which are distinguished by whether the flow 
is subsonic or sonic at station 1. For subsonic flow, the re­
quirements are: 0 < M{ < 1 and Pbase/P[ = 1. For sonic 
flow, the requirements are: Ml = 1 and P^^/Pi :S 1. The 
onset of choked flow occurs when Mx = 1 and Pbsse/Pl = 1. 

This one-dimensional analysis will provide solutions in the 
range: 0 < Pbas^P\ — 1- However, experiments have shown 
that the value of Pbase/Pl approaches a constant value greater 
than zero at low values of the back pressure ratio, PB/P0. 

When this occurs, the flow ceases to be one-dimensional in 
nature and becomes dominated by two-dimensional effects in­
volving the attachment of the expanding jet flow to the wall, 
the entrainment by turbulent mixing of flow from the 
separated region, and the recompression of this entrained 
flow. This is the classic internal base-pressure problem 
discussed in References [7-9]. 

Application to Valve Flow. For a given gas flow, the ratio 
of the specific heats, y, is known. If the area ratio, Al/A2, 
and the pressure ratio, P2/PQI are known, the sudden-
enlargement model can be used to determine the mass flow 
characteristics of the valve. From this analysis, the pressure 
ratio for the onset of choked flow, (P2/P0l)*, can also be 
determined for a given value of Ax/A2. For values ofAl/A2, 
P2/P0l, a value of P02/Poi can be determined. The one-
dimensional theoretical results for the flow of air with 7 = 1 . 4 
are presented in Figs. 5-7, 10, and 11. Regions in which one-
dimensional solutions do not exist for the given conditions are 
identified in Figs. 6 and 10. The one-dimensional model 
predicts an unrealistic negative base pressure ratio for these 
conditions although, as just mentioned, it actually approaches 
a low constant value. These theoretical results can be related 
to actual butterfly valve flows by conducting experiments to 
determine the "effective" sudden-enlargement area ratio, 
(AX/A2)E, as a function of valve-disk opening angle. 

© Nozzle ® Mixing Section © 
Section 

(a.) Sudden Enlargement in Flow Area Apparatus 

Elliptical 
Contour N^^ 

Flow— 

b > 
-*-Q-

1 
? 

< 

(1) Contoured (2) Conical 
Converging Converging 

(b.) Nozzle Geometries 

Fig. 3 Apparatus for sudden-enlargement experiments 

Fig. 4 Mass flowrate coefficients for the three nozzle geometries used 
in the sudden-enlargement experiments. (Uncertainty in CF = ±2 
percent and in Pbase /P0 = ±1 percent) 

Table 1 Summary of geometries investigated in sudden-enlargement experiments 

Nozzle 
Number (mm) 

12.7 

15.9 

a/Dx 

( - ) 
1.40 

2.60 

b/Dx 

( - ) 
0.40 

D2 
(mm) 

0.30 19.1 
22.2 
28.6 

L/D2 

( - ) 

20 
20 
10 

At/A2 
( - ) 

15.9 
19.1 
22.2 
28.6 

20 
20 
20 
10 

0.640 
0.444 
0.327 
0.198 

0.694 
0.510 
0.309 

2 

3 

19.1 

12.7 

12.7 

1.80 

1.00 

0.55 

0.0 

0.11 

0.11 

22.2 
28.6 

15.9 
19.1 
22.2 
28.6 

15.9 
19.1 
22.2 
28.6 

20 
10 

20 
20 
20 
10 

20 
20 
20 
10 

0.735 
0.445 

0.640 
0.444 
0.327 
0.198 

0.640 
0.444 
0.327 
0.198 
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Fig. 5 Pressure ratio for the onset of "choked" flow as a function of 
the effective sudden-enlargement area ratio for the model valve; PQ 
corresponds to P01. (Uncertainty in (P2IP0)* = ± 3 percent and 
(A^IA2)E = ±3 percent) 

1-D Theory 
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Sudden- Enlargement Exper 
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1 
2 
3 
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A 
a 
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Fig. 6 Stagnation pressure ratio as a function of the effective sudden-
enlargement area ratio for different nozzle geometries. (Uncertainty in 
P02/P0,P2/Po = ±1 percent and (A^IA2)£ = ±3 percent) 

Experimental Investigation 

A series of small-scale, compressible flow experiments was 
conducted with sudden-enlargement configurations and model 
butterfly valves. The objectives of these experiments were to 
assess the applicability and limitations of the theoretical model 
and to develop the empirical database needed to use the 
theoretical model to analyze valve flow. 

Based on one of the model valves, a full-scale valve was 
designed, built, and tested. Experimental results for this valve 
are presented and compared herein with model valve ex­
perimental data and theoretical predictions. 

Sudden-Enlargement Experiments. The effects of nozzle 
geometry and nozzle-to-duct area ratio on the sudden-
enlargement flow were investigated. Three nozzle geometries: 
(1) contoured converging, (2) conical converging, and (3) 
sharp-edged orifice, were used in these experiments to achieve 
different mass flowrate coefficients.2 The experimental ap­
paratus and the nozzle geometries are illustrated in Fig. 3 and 
the detailed dimensions are summarized in Table 1. 

These experiments were conducted at several values of 
upstream stagnation pressure, P0, while the downstream 

2The nozzle mass flowrate coefficient is defined as the ratio of the mass 
flowrate through the actual nozzle to that of an ideal converging nozzle with the 
same exit area and pressure operating conditions, i.e., Cj= wN/wCN. 

— 1-D Theory,/=1.4 
Sudden Enlargement Experiments 

Nozzle Symbol 
1 O 
2 A 
3 P 

Y " 2 » E 
Fig. 7 Base pressure ratio as a function of the effective sudden-
enlargement area ratio for different nozzle geometries; the solid 
symbols distinguish between pressure ratios. (Uncertainty in Po2"V 
P 2 /PQ = ± 1 percent and (A->IA2)E = ± 3 percent) 

pressure was approximately atmospheric, P2 - PB = ^ATM-
The range of operating pressure ratios for these experiments 
was approximately: 0.15 < P2/P0 < 0.90. For the area ratios 
of Table 1 and the above range of pressure ratios, the base 
pressure ratio varied in the approximate range: 0.02 < 
Pbas<;/P0 < 0.85. Corresponding to this range of pressure 
ratios, the Reynolds number based on the exit diameter of the 
nozzle varied in the approximate range: 105 < Re/, < 106. 

In these experiments, the static and stagnation pressures 
were measured with pressure transducers, the temperatures 
were measured with thermocouples, and the mass flowrate 
was measured with standard VDI nozzle sections. These 
measurements were digitized, stored on magnetic tape, and 
reduced by computer. The overall accuracies of these 
measurements are estimated to be: ± 1 , ± 1 , and ±2 percent, 
respectively. 

For each configuration and operating pressure ratio, 
PB/P0, the following experimental results were obtained: CF, 
P2/PQ, Pbase/Po' a n d P(a/Po-3 T r i e onset of choked flow was 
determined for each configuration by determining the pressure 
ratio, (P2/P0)*, for which the mass flowrate became indepen-

The nozzle flow coefficients, which were determined from 
these experiments, are presented in Fig. 4 for nozzle 
geometries 1, 2, and 3. The nozzle flow coefficients are seen to 
vary substantially. For nozzle geometries 2 and 3, the varia­
tion of their flow coefficients with pressure ratio is attributed, 
in part, to nonuniform flow effects occurring in the transonic 
flowfield near the nozzle exit [10, 11]. 

Similar to the approach proposed to analyze valve flow 
characteristics, an "effective" sudden-enlargement area ratio, 
(Al/A2)E, can also be determined from these experiments; 
this area ratio is: 

<4i/A2)E = Cp.(4i/A2). (13) 

The one-dimensional theoretical results and the experimental­
ly determined pressure ratio data for the onset of choked flow, 
(P2/P0)*, based on these "effective" area ratios, are given in 
Fig. 5 for the three nozzle geometries. In Fig. 5, the agreement 
between the experimental and theoretical results is seen to be 
good for nozzle geometry 1, only fair for nozzle geometry 2, 
and poor for nozzle geometry 3. The disagreement between 
the one-dimensional theoretical and experimental results for 
the latter two nozzle geometries is due to nonuniform tran­
sonic flow effects within these nozzles. These effects substan-

3 In these experiments, P0 = Pol and P2 = PB. 
For these flows, PQI = PQ. 
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Table 2 Summary of model valve dimensions 
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Fig. 8 Schematic of experimental apparatus for model valve ex­
periments 
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Fig. 9 Mass flowrate coefficient as a function of the valve-disk 
opening angle for model 2-A and operating pressure ratio range; 0.36 < 
P 2 /PQ I S 0.86. (Uncertainty is indicated within the figure.) 

tially reduce the pressure ratio for choked flow through these 
nozzle geometries compared to that required for the contoured 
converging nozzle geometry by distorting the sonic line [10]. 

The experimental and theoretical values of the stagnation 
pressure ratio, P02/Po, and the base pressure ratio, Pbsse/Poj 
are presented in Figs. 6 and 7 versus the "effective" area ratio 
for three values of the operating pressure ratio, P2/P0

4. The 
"effective" area ratio correlates the experimental pressure 
ratio data in these figures reasonably well. The stagnation 
pressure ratio data are in good agreement with the theoretical 
predictions in Fig. 6. The base pressure ratio data are in good 
agreement with the one-dimensional theory in Fig. 7 over a 
part of the range of (Al/A2)E. However, as previously men­
tioned, for each P2/P0, the base pressure becomes constant 
and the flow becomes two-dimensional in nature when the 
nozzle jet flow attaches to the sudden-enlargement wall. Con­
sequently, the agreement with one-dimensional theory is ex­
pected to be poor over this range of conditions. 

From the comparisons of Figs. 5, 6, and 7, the pressure 
ratio for the onset of choking is seen to be sensitive to the noz­
zle geometry while the stagnation and base pressure ratios are 
less sensitive to the nozzle geometry as demonstrated by the 
correlation achieved by utilizing the concept of the "effec­
tive" sudden-enlargement area ratio. 

Model Valve Experiments. A series of experiments was con­
ducted with two sets of model butterfly valves using the ex­
perimental apparatus illustrated in Fig. 8 and the instrumenta­
tion system previously described for the sudden-enlargement 
experiments. For the first set of valves, three nominal valve 
diameters (50.8, 76.2, and 101.6 mm) were selected and the 
valve-disks were scaled proportionately to maintain geometric 
similarity. These experiments were used to determine the ef-

Valve Set 

1 -A 
- B 
- C 

D mm 

50.8" 
76.2 

101.6 

t/D 

0.100 
0.100 
0.100 

2 - A 
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- C 
- D 

76.2 
76.2 
76.2 
76.2 
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0.086 

.0.075 
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i ' i — i r 
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- No Solution 
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0.73 
048 
0,36 

0.4 0.6 
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10 

Fig. 10 Stagnation pressure ratio as a function of the effective sud­
den-enlargement area ratio for model 2-A. (Uncertainty same as Figs. 6 
and 7.) 
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Fig. 11 Mass flowrate coefficient and stagnation pressure ratio as a 
function of valve-disk opening angle for a full-scale valve which was 
based on model 2-A. (Uncertainty in CF = ±4 percent, Pn2'poi = ± 3 

percent, and a = ±0.5 percent.) 

fects of model valve scale. In a nondimensional representation 
of the valve characteristics, it was found that the two model 
valves with nominal diameters of 76.2 mm and 101.6 mm pro­
duced essentially the same flow characteristics. Based on these 
results, a second set of four model valves was designed with a 
nominal diameter of 76.2 mm. These model valves have 
similar valve-disk geometries but with different valve-disk 
thicknesses; the significant dimensions for these valves are 
summarized in Table 2. 

Both sets of valves were investigated with compressible flow 
over a wide range of operating conditions and valve opening 
angles. In these experiments, the pressure ratio for the onset of 
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choked flow, (P2/P0)*, was determined over the range of 
valve-disk opening angles. The mass flowrate characteristics 
of the model valves were expressed in terms of a flow coeffi­
cient which is defined as the ratio of the actual valve mass 
flowrate, wv, to the mass flowrate, wCN, through an ideal con­
verging nozzle with a throat diameter equal to the nominal 
valve diameter and with the same pressure conditions as the 
model valve. The valve flow coefficient is: 

CF = wv/wCN (14) 

This flow coefficient definition is similar to that used to repre­
sent the flow performance of actual nozzles. For a valve, this 
flow coefficient approaches a valve somewhat less than unity 
when the valve is fully open and a valve of zero when the valve 
is nearly closed, i.e., 0 < CF < 1. This flow coefficient can 
also be interpreted as the ratio of the one-dimensional valve 
flow area to the nominal valve area or the "effective" sudden-
enlargement area ratio for the valve; that is: 

{AX/A2)E = CF (15) 

From experiments with a given model valve, the flow coeffi­
cient was found to be primarily a function of the valve-disk 
opening angle and to a much lesser degree a function of the 
upstream pipe Reynolds number. 

Representative experimental and theoretical results are 
presented in Figs. 5, 9, and 10 for two members of the second 
set of model valves, models 2-A and 2-C; these experimental 
data are, however, typical of data obtained for all of the 
model valves. Mean values of the experimentally determined 
valve flow coefficient, CF, are presented in Fig. 9 as a function 
of valve-disk opening angle, a. The range of variation in CF 

for these experiments is also indicated in this figure and is at­
tributed, in part, to the parametric variation in operating 
pressure ratio, P2/P0l, during these experiments. The range in 
operating pressure ratio was: 0.358 < P2/Pol < 0.855. The 
experimentally determined values of the choking pressure 
ratio (P2/P01)* are presented versus {AX/A2)E = CF in Fig. 5. 
For comparison, this figure also includes the theoretical curve 
for one-dimensional flow. The agreement between the ex­
perimental and theoretical results is good. The effective 
sudden-enlargement area ratio model predicts the onset of 
choking better for the butterfly valve than for the conically 
convergent or sharp-edged orifice/sudden-enlargement 
geometries. The experimental and theoretical results for the 
stagnation pressure ratio, P(Q/PO\ > a r e presented in Fig. 10 as 
a function of (Al/A2)E = CF for three parametric values of 
P2/Pcn • The agreement between these results is also good. The 
one-dimensional theoretical model represents the valve mass 
flow and overall pressure characteristics very well given the 
empirical relationship, CF versus a, for the valve. 

Full-Scale Valve Experiments. A full-scale valve with a 
nominal diameter of 304.8 mm was designed based on model 
valve 2-A [12]; the full-scale valve-to-model valve diameter 
ratio is four. One of the objectives of these experiments was to 
measure the mass flowrate and stagnation pressure ratio 
characteristics of this valve as a function of valve-disk opening 
angle for choked flow through the valve. These choked flow 
experiments were conducted over a range of operating 
pressure ratios: 0.080 < P2/Pm < 0.285. 

The experimentally determined mass flowrate coefficient, 
CP, was determined from these experiments as a function of 
valve-disk opening angle, a. These data are presented in the 
lower part of Fig. 11 along with the corresponding data for the 
model valve. The agreement between these experimental data 
for CF is reasonably good and supports the scaling of the 
model valve data to design and analyze full-scale valves. 

Experimental and theoretical results for the stagnation 
pressure ratio are presented in the upper part of Fig. 11 for a 

constant value of P2/PQl = 0.156. As a result of the low value 
of P2/Pm, the one-dimensional theoretical solution for 
P02/P01 exists only over the indicated range. Due to geometric 
constraints, the downstream total-head probe could only be 
located 2.5 diameters downstream of the test valve. As a 
result, some of the variation in stagnation pressure data could 
be due to the total-head probe being affected by the separated 
flow in the wake of the valve disk. 

Conclusions 

This investigation demonstrates the usefulness of the one-
dimensional sudden-enlargement flow model in understanding 
and predicting the overall performance characteristics of but­
terfly valve designs under various operating conditions. The 
sudden-enlargement analysis coupled with the empirical valve 
flow coefficient accurately relates the mass flow and overall 
pressure characteristics of the sudden-enlargement geometry 
to those of the valve flow; it also relates these operating 
characteristics for a model valve to those of a full-scale valve. 
This analysis provides a basis for evaluating the effects of 
compressible flow on valve performance. If the valve flow 
coefficient is known and an operating pressure ratio specified, 
the performance characteristics of the valve can be estimated. 
Conversely, the flow performance characteristics of a full 
scale valve in situ can be determined using the sudden-
enlargement analysis with measured values of the static and 
the stagnation pressures upstream and downstream of the 
valve. Consequently, this analysis shows promise as a means 
to evaluate better valve design and to optimize valve 
performance. 
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The Influence of Pipe Motion on 
Acoustic Wave Propagation 
/ / is well known that the magnitude of the acoustic wavespeed in piping is influenced 
by properties of the fluid and the pipe material. Traditionally, derivations have been 
based on a quasi-static control volume model, where the pipe deformation takes 
place in the time the liquid acoustic wave travels a known distance along the pipe. In 
actuality, dilation of the piping causes axial stress waves to propagate along the pipe 
wall at speeds greater than that of the acoustic wave. Such axial coupling between 
the liquid and piping has been reported by several investigators, including Walker 
and Phillips [A], who developed a six-equation model with a three-wave 
family—radial and axial stress, and axial liquid. In the present study Walker and 
Phillips' model is simplified to a four-equation one by neglecting radial inertia, a 
valid assumption for many practical piping system transients. An eigenvalue 
analysis of the hyperbolic relations reveals two axial waves—in the liquid and in the 
pipe wall—which are modified by the coupling action. The traditional wave speed 
formulations with varied coupling constraints are reviewed in light of the present 
development. Numerical examples are presented which show the effects of such in­
teraction for various combinations of liquid and piping. 

Introduction 

Classical waterhammer theory is frequently used to com­
pute the magnitude and velocity of propagation of a solitary 
pressure pulse in an inviscid, slightly compressible liquid con­
tained in a thin, elastic pipe. In that theory, small effects due 
to radial fluid velocity and radial pressure gradients, as well as 
inertial forces in the pipe walls, are all neglected. The theory 
predicts that pressure waves in the fluid travel at the 
Joukowski [1] wavespeed. 

o r 

Valve 

Fig. 1 Schematic of the pipe 

K/Pf 

_l + y>- dK 
eE 

(1) 

where the coefficient \p = 1. 
For many decades this expression was used in the analysis of 
waterhammer problems. In recent years, however, higher 
order theories have been introduced in the study of transients 
occurring in the flow of fluid in piping system. In these 
analyses, improvments in the classical waterhammer theory 
are introduced through the inclusion of new terms which con­
sider effects such as forces associated with radial motion of 
the fluid and radial and longitudinal motion of the pipe wall, 
as well as the motion of bends, valves, etc. [2-7]. All of these 
theories have led to a better understanding of the waterham­
mer problem, and have introdued new models capable of 
simulating more accurately some particular cases of this com­
plex phenomenon. 

1 Visiting Professor, Department of Civil and Sanitary Engineering, Michigan 
State University. 
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1984 of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript re­
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Herein, the velocities of propagation of pressure waves in 
the liquid and stress waves in the pipe walls are obtained by in­
cluding the equations of conservation of momentum and mass 
for the pipe wall material as well as for the liquid. The 
theoretical development is based on a more complete develop­
ment provided by Walker and Phillips [4]. Since for most of 
the applied waterhammer problems the pulse lengths are quite 
long relative to the pipe diameter, inertial forces in the radial 
direction in the fluid and pipes are neglected [3, 4]. The 
analysis leads to a system of four linear, first-order, hyper­
bolic partial differential equations [6], whose eigenvalues give 
the wave velocities in the fluid and pipe wall. 

Traditional Analysis of Wavespeeds 

In the past there has been some discussion of the derivation 
of the velocity of propagation of pressure waves in liquids 
contained in elastic pipes when the traditional, simplified 
assumptions have been made. In 1955 Parmakian [8] noted 
that the longitudinal strain in the pipe wall could have some 
significant effect on the wave velocities and introduced so-
called correction factors for the liquid wave velocity for three 
commonly used pipe supports. Actually, these support condi­
tions define the type of restraint imposed on the axial strain in 
the pipe wall. Parmakian found that the coefficient y> in equa-
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Fig. 2 The liquid and solid wave fronts 

tion (1) was a function of the Poisson ratio and the restraint 
imposed on the axial strain in the pipe wall. Halliwell [9] 
presented a general expression for the wave velocity which 
allowed many types of pipe support for both thin- and thick-
walled pipes. In a discussipn of Halliwell's article, Streeter 
[10], although agreeing on values of the coefficient for two 
cases of pipe support, obtained a different result from 
Halliwell for the case of no restraint on the axial strain. Un­
fortunately, this discrepancy still persists in recent publica­
tions [11, 12] and, for this reason the traditional analysis is 
reviewed herein. 

Consider an elastic pipe fixed at the reservoir end, Fig. 1, 
but free to move or vibrate in its axial direction due to loads 
created, for instance, at a closing valve located at its 
downstream end. For this particular situation it is well known 
[2] that two waves propagate initially in the upstream direction 
(from the valve toward the reservoir): one in the fluid and 
another in the pipe wall. As these waves travel the pipe 
deforms in the axial and radial directions causing a continuous 
change in the pipe geometry as shown in Fig 2. 

In order to obtain an expression for the velocity of the wave 
in the fluid the equations of conservation of mass and momen­
tum are used. It is convenient to employ the integral formula­
tion for the continuity equation [13], i.e.) 

d 

~di 
\ Pfd¥+\ 
J CV J C. 

P /(V-ii) 'rfA = 0 (2) 

The momentum equation for this problem reduces to the 
Joukowski equation 

Ap = PfafAV (3) 

where the velocities are considered positive when pointing in 
the positive x-direction. 

By applying equations (2) and (3) to the control volume 
shown in Fig. 2 the following expression is obtained for the 
wave velocity in the liquid (details are given in the Appendix): 

af = 
K/p 

'/ 
A' AA 

~X Ap 
1+-

(4) 

This result demonstrates that, with the classical waterham-
mer theory assumptions, the velocity of propagation of a 
pressure pulse in the liquid is independent of the velocity of 
the stress waves on the pipe wall or, equivalently, independent 
of the velocity of deformation of the pipe wall in the axial 
direction. The formula can be applied to thin or thick-walled 
pipes since no assumptions were made in this regard, and for 
different types of pipe supports and materials. Ths expression 
agrees with that given by Wylie and Streeter [11], where it is 
applied to many different situations; hence herein no further 
analysis will be made. 

Improved Analysis of Wavespeeds 

Consider now the cases of transient flow of an inviscid, 
slightly compressible liquid contained in a thin, elastic pipes, 
under the assumption that radial and axial motions and forces 
on the fluid and pipe are relevant and the pipe. Also, by 
assuming that the liquid bulk modulus is constant, the liquid 
velocity is much smaller than the speed of sound in the pipe, 
and the flow is axisymmetric for moderately long pulses, then 
the fluid moition is governed by a three equation system given 
by Walker and Phillips [4] in the form: 

1 dp dV. Vr dVx 

K dt dr r dx 

dP . dVx 
+ Pf-r— = v 

dx 

dp 

dt 

dVr 

dr f dt 

(5) 

(6) 

(7) 

In addition, the pipe motion is governed by the equations for 
the small deformation, elastic, stress problem: 

dar dit 

dx 

dw 

"' dt 

P, Re~T, Rp0 + eae=0 
at 

~-E*( +v 1=0 
dt \ dx R J 

/ w du \ 

*-**h-+"-ar)=() 

(8) 

(9) 
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(11) 

a, a* 
A 
c 

d 
e 
E 

E* 
K 
P 
r 

R 
t 

= 
= 

= 
= 
= 

= 
= 
= 
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wavespeed, m/s 
cross-sectional area, m2 

constants, equations (18) 
(19) 
pipe inside diameter, m 
pipe wall thickness, m 

and 

pipe modulus of elasticity, 
GPa 
E/(l-v2) 
fluid bulk modulus, GPa 
fluid pressure, Pa 
radial coordinate, m 
pipe inside radius, m 
time, s 

u = 

V = 
•v- = 
w = 

X = 

a = 
• A = 

e = 
v = 
P = 

a = 
0 = 

pipe wall l o n g i t u d i n a l 
displacement, m 
fluid average velocity, m/s 
volume, m3 

pipe wall radial displacement, 
m 
longitudinal coordinate, m 
constant, (aj/at) 
increment 
pipe wall strain 
Poisson ratio 
density, kg/m3 

pipe wall stress, Pa 
constant, equation (20) 

\j/ = constant, equation (1) 

Subscripts 

/ = fluid 
0 = pipe wall 
r = radial direction 
t = pipe 
x = longitudinal direction 
6 = circumferential direction 

Superscripts 
= time derivative, d/dt 

' = conditions after wave action 
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By combining equations (9) and (11), this system under ap­
propriate initial and boundary conditions, provides the solu­
tion for the six unknowns: p, Vx, Vr, it, w, ax. 
For long pulses, which occur in a great number of waterham-
mer problems, the interia terms in the radial momentum rela­
tions, equations (7) and (9), are negligible [4], so thatp and Vx 

are independent of /•, and ae = Rp/e. With this assumption, 
and by eliminating w from equations (9) to (11), the following 
set of four equations results for the four unknowns: p, Vx, u, 
ar: 

2RK \ dp ( 2RK \ 
dt 

-2v 
du dVY 

- + -dx dx 
-0 

V Or = 0 
dx f dt 

dox 

dx — Pi 
du 

~dT 

dax vR dp du 
— 1 1.— E 
dt e dt dx 

= 0 

(12) 

(13) 

(14) 

(15) 

These expressions are an improvement over the classical 
waterhammer theory since they include a dynamic coupling 
between the liquid and the pipe wall for a general transient 
situation. The coupling exists through the Poisson ratio as 
seen in the second terms of equations (12) and (15). Athough 
much experimental work has to be done yet to test this model, 
the recent results of Otwell [6] indicate promising applications 
for piping systems. 

From the eigenvalue problem associated with the system of 
equations (12)—(15), a set of four distinct characteristic roots 
are obtained, which correspond to the four velocities at which 
small perturbations propagate along the characteristic curves 
[14], In the present case two of these represent the wavespeeds 
in the fluid and the other two represnt the wavespeeds in the 
axial direction in the pipe walls. After this analysis is per­
formed on equations (12)-(15) the following respective liquid 
and solids wavespeeds are obtained: 

af=±c, 
K/pf 

. 1 + ^ L ( 1 _ „ 2 } J 
eE 

fl*=±C'[f] 
£•-, 1/2 

Pt 
where 

eE , 

dK 

Kp, 

Epf 

1+-
eE 

V eE ) IA eE J p,K 

(16) 

(17) 

(18) 

(19) 

Comment on Axial Pipe Constraint. Wylie and Streeter [11] 
refer to three commonly assumed conditions of the pipe axial 
strain which are used to approximate many practical situa­

tions: 1) pipe anchored at this upstream end only; 2) pipe an­
chored throughout against axial motion; and 3) pipe anchored 
with expansion joints throughout. 

Traditionally, for the first condition it is assumed that a 
constant stress is developed at a boundary due to the pressure 
rise given by equation (3), and that it travels along the pipe at 
the speed of a pressure pulse in the liquid. Consequently, the 
liquid wave speed is given by equation (1) in which \j/ = 1 - v/2 
[11]. The second condition represents the case when the axial 
strain is assumed nonexistent through the pipe, and \f/ = 
1 - v2. The third situation implies that both axial stresses and 
strains are zero, with the result \p = 1. 

In light of the development presented herein, it is possible to 
examine the axial pipe-liquid interaction in a more precise 
fashion. The first condition represents the case in which the 
pipe is allowed to contract or expand freely in its radial and 
axial directions, with stress waves traveling in the pipe wall 
material in addition to the pressure waves propagating in the 
liquid. Either a stress or strain relationship must be imposed at 
a pipe boundary along with the conventional hydrodynamic 
condition. The appropriate mathematical model for this case 
is given by equations (12)-(15) and the wavepeeeds are given 
by equations (16) and (17). 

That situation also is valid for the second and third condi­
tions, if one assumes the axial pipe reaches to be small 
segments of a large pipe, and at the end of each segment a 
stress or strain boundary condition must be imposed. Ob­
viously such a formulation would result in a cumbersome 
mathematical model, so that it is reasonable to simulate those 
conditions with the same limiting approximations utilized in 
the classical approach. For condition two the terms containing 
u in equations (12)—(15) must be dropped, and for condition 
three equations (12)-(15) reduce to equations (12) and (13). 
Since there is no interaction between the dynamics of the li­
quid and the pipe structure, the pipe wavespeeds a, = 0, and 
the liquid wavespeeds aj are identical with those obtained by 
the classical waterhammer theory. 

Numerical Results 

The analysis in the previous section indicates that the 
classical expressions for the wavespeeds in the fluid and in the 
pipe wall are modified when the interaction between the fluid 
and the pipe wall is considered. For comparison a discussion 
based on numerical evaluations will be presented for pipes of 
different materials (mild steel, cast iron, copper, aluminum 
and polyethylene). The physical properties used for the pipe 
materials considered are given in Table 1. 

Wavepseeds in the Pipe Wall. The velocity of propagation 
of a small disturbance in the pipe wall is given by equation 
(17). The coefficient c, which appears in this formula, and 
defined in equation (19), was evaluated for different liquids 
such as water, ethyl alcohol and mercury, as well as for the 
pipe materials given in Table 1 and pipe diameter to pipe wall 
thickness ratios in the range 20 < d/e < 300. For all practical 
situations c, was within 1 percent of unity. The improved 
model does not seem to introduce any significant change for 
the wavespeed in the pipe wall given by the expression a, = 
{E/p,)m-

Wavespeeds in the Fluid. The improved waterhammer 
theory considered herein gives the velocity of propagation of a 

Materials/ 
Properties 
?(kg/m3) 
£(GPa) 

Table 1 Physical properties of the pipe materials 

Steel 
7600 
210 
0.27 

Cast Iron Copper Aluminum Polyethylene 
7600 
80 
0.25 

8800 
115 
0.34 

2700 
70 
0.33 

1000 
0.8 
0.46 
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Fig. 3 Variation of the coefficients cf with d/e for different pipe 
materials and water 
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Fig. 4 Variation of the liquid wave-speed ratio (improved/classical 
models) with die for different pipe materials and water 

polyethylene pipe, a behavior which has not been included in 
the present study. 

Summary 

The review of classical waterhammer theory has shown that 
under the tradational assumption of neglecting any interaction 
between the dynamics of the liquid and the piping, the 
acoustic wavespeed in the liquid is not an explicit function of 
the longitudinal strain in the pipe, in agreement with the 
results of Wylie and Streeter [11]. It is also shown that the 
wavespeed is independent of the velocity of deformation of 
the pipe in the longitudinal direction. 

A more complete formulation is considered which allows 
coupling between the liquid and pipe structure to take place; it 
is an adaptation of the model developed by Walker and 
Phillips [4], in which the inertial forces in the radial direction 
are neglected. Expressions are found for axial wavespeeds in 
the liquid and in the pipe wall material. A series of numerical 
evaluations shows that the wall material wavespeed maintains 
a value nearly equal to (E/p,)w2. The wavespeed in the liquid 
is found to be lower than the value predicted from the classical 
waterhammer analysis: reductions in the range of 4 to 7 per­
cent are typical for diameter-to-thickness ratios above 100. 

A significant feature of the coupled model is its capability to 
recognize wave motion in both the liquid and in the pipe wall, 
thereby allowing the prediction of axial pipe vibrations 
generated by movement of the waterhammer waves in the 
liquid. There exist four compatibility relationships which can 
be integrated along appropriate characteristic lines to predict 
pressure and mean velocity in the liquid, and axial velocity and 
stress in the pipe wall. Whether such detail is important for 
practical engineering situations would depend on the par­
ticular system geometry under consideration as well as upon 
the particular application. In the laboratory, such coupling 
has been shown to be significant when unrestrained elbow fit­
tings are present as a part of the piping system [6]. 
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pressure pulse in the liquid from equation (16). Consider 
water-filled pipes of the different materials listed in Table 1. 
For water, it is assumed that pf = 1000 kg/m3 and K = 2.2 
GPa. Figure 3 shows the variation of the coefficient cy with 
respect to d/e for those different pipe materials. It can be seen 
that the ratio d/e, as well as the pipe materials, have signifi­
cant effects on the numerical value of this coefficient. 

In order to compare the wavespeed obtained by the im­
proved coupled model with the classical approach, one can 
form the ratio of the wavespeeds given by these two theories: 

"1+-
dK 

_ _ 0-T) 
1-

dK 

~e~E 
( l - , 2 ) 

(20) 

Equation (20) is plotted in Fig. 4 where it is seen that the in­
teraction between liquid and pipe structure causes a reduction 
of the wavespeed as calculated by the non-interactive formula. 
For metals the differences are only a few percent, although for 
high values of d/e, they may reach 6 or 7 percent. The most 
significant differences are observed for the case of non-
metallic pipes, such as polyethylene, where a reduction of 12 
percent is given by the improved model. It should be pointed 
out, however, that a viscoelastic effect may likely occur for the 
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A P P E N D I X 

Under the assumption that no interaction takes place be­
tween the fluid and the pipe walls, an approximate expression 
for the velocity of propagation of a pressure pulse in the liquid 
inside the pipe can be obtained by applying the conservation 
laws for mass and momentum for a control volume fixed, for 
example, to the interior walls of the pipe. In Fig. 2, let AA and 
BB be the acoustic wave front and the stress wave front, 
respectively, in the pipe wall at an instant t0. With no loss of 
generality assume at that particular instant of time those 
waves are moving upstream with wavespeeds af and a,. At 
time t0 + At the waves have moved to the new positions 
A ' A ' and CC, respectively. Due to the elastic deformation of 
the pipe, the section AA moves to A ' A ' at t0 + At. 

A straightforward application of the continuity equation (2) 
to the deformable control volume ABCCBA (fixed at the in­
terior surface of the pipe wall) gives the following equation: 

p'A'[af(l+aex)-AV-u]-pAaf = 0 (21) 

where a = a,/af and the primes denote variables evaluated 
after wave action. From the following relationships 

u = era,=aera x"f 
A'=A(l+2eg) 

,-.(-f) 
(22) 

(23) 

(24) 

and taking equations (22) to (24) into equation (21) one 
obtains: 

Ap V K 1 
(25) 

Combining equations (3) and (25) the acoustic wavespeed is 
obtained: 

K/p •f 

, K „ 1+ 2 eg 

K/p •f 
K Ap 

~A~~AA 
.1 + 

(26) 

It is interesting to observe that the longitudinal deformation of 
the pipe walls, ex, as well as the pipe walls stress wavespeed, 
a,, do not appear in this expression. 
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Second-Order Accurate Explicit 
Finite-Difference Schemes for 
Waterhammer Analysis 
Three second-order accurate explicit finite-difference schemes—MacCormack's 
method, Lambda scheme and Gabutti scheme—are introduced to solve the 
quasilinear, hyperbolic partial differential equations describing waterhammer 
phenomenon in closed conduits. The details of these schemes and the treatment of 
boundary conditions are presented. The results computed by using these schemes for 
a simple frictionless piping system are compared with the exact solution. It is shown 
that for the same accuracy, second-order schemes require fewer computational 
nodes and less computer time as compared to those required by the first-order 
characteristic method. 

Introduction 

Waterhammer phenomenon in slightly compressible liquids 
flowing through closed conduits having linearly elastic walls is 
described by a set of quasi-linear, hyperbolic, partial differen­
tial equations. The coefficients of these equations, commonly 
referred to as waterhammer equations, are constant. Because 
of the presence of the nonlinear source term representing the 
losses due to friction, these equations can only be numerically 
integrated. Steep waves or "shocks" may be generated at dif­
ferent boundaries due to abrupt changes in the discharge. 
Therefore, any numerical method used for the solution of 
these equations should be able to properly handle these 
shocks. 

The method of characteristics has been widely used [1-4] for 
waterhammer analysis. In this method, the governing equa­
tions are transformed into ordinary differential equations 
which are then solved along the characteristic lines by using 
first- or second-order finite difference approximations [1,2, 
4]. For stability, it is necessary that Cn < 1.0, in which Cn = 
Courant number = a At/Ax; a = wave speed; At = computa­
tional time step and Ax = reach length. First-order methods 
yield satisfactory results if the friction losses are small and Cn 

= 1.0. For large friction losses such as in the flow of highly 
viscous liquids or for flow in small diameter tubes, computa­
tions may become unstable (1) even with Cn < 1. In addition, 
interpolations, which are necessary if Cn ^ 1.0, smear the 
shocks and the computed flow disturbances travel at a faster 
than the correct speed [1]. 

In this ppaer, three new explicit-finite difference 
schemes—MacCormack, Lambda, and Gabutti—are in­
troduced for waterhammer analysis. These schemes are 
second-order accurate both in space and time and have been 
used in Computational Fluid Dynamics for the solution of 
hyperbolic systems. The governing equations are first 
presented. The details of these schemes and the treatment of 

Contributed by the Fluids Engineering Division for publication in the JOUR­
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Division, April 1, 1985. 

the boundary conditions are then given. The results computed 
by using these schemes for the solution of a typical frictionless 
piping system are compared with the exact solution. 

Governing Equations. The equations describing waterham­
mer in closed conduits are [1, 2]: 

H'+jA~Q* = 0 (1) 

Q,+gAHx + RQ\Q\=0 (2) 

in which / = time; x = distance; A = cross-sectional area of 
the conduit; H = piezometric head above the datum; Q = 
discharge; R - f/(2DA)\f = Darcy-Weisbach friction fac­
tor; D = diameter of the conduit; and the subscripts x and t 
denote partial derivatives with respect to these variables. 

Equations (1) and (2) are a set of quasilinear, hyperbolic, 
partial differential equations (2) having constant coefficients. 
Because of the non-linear source term, RQ\Q\,& closed-form 
solution is not possible. Therefore, numerical methods have 
been used to integrate these equations. 

MacCormack Scheme. The MacCormack scheme [5] is 
second-order accurate in both space and time and is inherently 
dissipative. It is comprised of two steps: predictor and correc­

tor. In each of these steps, one-sided finite-difference approx­
imations are used. Depending upon the difference approxima­
tions for the spatial derivatives, two alternatives are possible. 
In the first alternative, foward finite-difference approxima­
tions are used in the predictor part and backward finite-
difference approximations in the corrector part; while in the 
second alternative, backward finite-difference approximations 
are used in the predictor part and forward finite-differences in 
the corrector part. MacCormack recommends using these 
alternatives in a sequence, i.e., the first alternative at one time 
step, second alternative during the next time step, followed by 
the first alternative again. 

In the following discussion, an asterisk (*) denotes the 
predicted values, subscript;' refers to the space node and the 
superscript,/ refers to the time level (Fig. 1). A conduit having 
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j+1 Unknown 
Conditions 

j Known 
Conditions 

i-2 i-1 i i+1 i+2 x 
Fig. 1 Computational grid 

length L is divided into n equal-length reaches. If the first 
node (upstream boundary) is numbered 1, then the last node 
(downstream boundary) will be n + 1. The values of H and Q 
are assumed to be known at the y'-time level (either known in­
itial conditions or computed during the previous time step) 
and their values are to be determined at they + 1 time level. 

Referring to Fig. 1, equations (1) and (2) for Alternative 1 
may be written in the finite-difference form as follows: 

Predictor Part 

m=m- At _c?_ 

Ax gA 

At 

•(Qi+i-Q!) 

Q? = &-—gA(Hi+l-Hii)-R\®\&i 

( ( '=1,2 , 

Corrector Part 

• ,n). (3) 

2 

1 

~2 

(» = 2 ,3 , 

©r' = 

1 r At a2 ") 
Ax gA 

At 
gA(Ht-HU)-RQ?m\ 

Ax 

,n+\). 

In Alternative 2, the predictor and corrector parts are: 

(4) 

Predictor 

Hf--
At a2 

Ax gA 

At 
Qt = & - — gA (Hi -HU)~R Of I Of I 

Ax 

(/ = 2,3, 

Corrector 

• « + l) 

At a2 

Ax gA 

(5) 

(Qhi-Qn] 

Fig. 2 Positive and negative characteristics 

Qi+l~[&+Qr—^-gA(H?+i-Hn-RQrw} 
( i = l , 2 , . . . . n ) . (6) 

Both alternatives are stable if aAt < Ax. 

Lambda Scheme. In the Moretti's Lambda Scheme [6], the 
governing equations are transformed into the characteristics 
form and then one-sided finite differences are used during the 
predictor and corrector parts of the computations. 

Multiplying equation (2) by an unknown multipler JJ, adding 
it to equation (1), and rearranging the terms, we obtain: 

(H, + r,gA Hx) + V ( Q , + - ^ Qx^ +v R Q\Q\ =0. (7) 

Let 

Then 

ygA=-

ygA 

dx 

dt -qgA 

nz 
gA 

Thus the characteristics directions, X = dx/dt, are 

dx 

and 

dt 

dx 

(8) 

(9) 

dt 
- = - « . (10) 

1 indicate positive and in which the superscripts " + " and ' ' • 
negative characteristics (Fig. 2). 

On the basis of equations (8) and (9), equation (7) may be 
written as: 

(//,+x+//;)+-^r(Q,+x+g;)+-^-eiei=o (ii) 
gA gA 

and 

N o m e n c l a t u r e 

a = wave speed 
A = cross-sectional areas of 

conduit 
Cn = Courant number = 

aAt/AX 
D = conduit diameter 
/ = Darcy-Weisbach friction 

factor 
g = acceleration due to gravity 

H = piezometric head 
^comp = computed piezometric head 
H„ exact piezometric head 

;'=1 

N 

compy -H^A/N 

I>, LI 
comp,- -"exac,-

)2/N 

N = number of computational 
nodes 

Q = discharge 
R = f/(2DA) 
t = time 

At = computational time step 
x = distance 

Ax = reach length 
T) = unknown multiplier 
X = characteristic direction 

dx/dt 

Subscripts and Superscript 

/ = node in x-direction 
j = time level 

*, ~ = predictor values 
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(H! + \-H-)-~(Ql + \-Q-)-^-Q\Q\=0. (12) 
gA gA 

Depending upon the characteristic direction, superscripts 
" + " and " - " are marked on the partial derivative with 
respect to x; e.g., Hx refers to derivative along the positive 
characteristics (Fig. 2). 

Subtracting equation (12) from equation (11) and multiply­
ing the resulting equation throughout by gA/a, we obtain 

1 gA 

Upstream 
boundary 

Downstream 
boundary 

-//-
n-1 n+1 /n+2 0\ 1 2 3 

'Fictitious Fictitious 
point point 

Fig. 3 Boundary and fictitious grid points 

2 a 

+—(X+e;+X-Q-)+JRQIQI=0. 

Adding equations (11) and (12) and rearranging: 

RESERVOIR 

(13) 
/-VALVE 

-r 

H,+-
1 

(X+ H*+\~ H-)+—--^~. 

\" L=5000m 
Fig. 4 Piping system 

2 gA 

(x+ft+-x-ft-) = o. (14) 

Equations (13) and (14) are referred to as equations in X-form. 
From the viewpoint of partial differential equations, H+ = 

Hx = Hx and Q+ = Q~ = Qx. By substituting these rela­
tionships, it is clear that equations (13) and (14) are identical 
to equations (1) and (2). However, this will not be the case if 
we approximate H* and H~, and Qx and Qx by finite dif­
ferences in different ways. 

In the Moretti's Lambda Scheme the partial derivaties are 
replaced by the finite-difference approximations (Fig. 1) as 
follows: 

Predictor Part 

H^'=-^[Hj+Ht-At[-^- (X+fl? ;+// ,* -At 

1 a 

+ X-H-) 

+ ( X + Q x + - X " Q J ) 
2 gA }• (22) 

Gabutti Scheme. The Gabutti Scheme (7) is similar to the 
Lambda Scheme. In this scheme, the partial derivations are 
replaced by the finite-difference approximations as follows: 

Predictor Part. The predictor part is subdivided further into 
two parts. Part 1: 

/v(_ Ji Ji—\ 
Jx Ax~ 

fi = 
2fj-3fU+fU 

Ax 

/* Ax 

(15) 

(16) 

/*" = 
Ax 

(23) 

(24) 

in which for brevity / is used for Q and H. By substituting 
these finite-difference approximations into equations (13) and 
(14), the following equations are obtained for the predicted 
values ft* and H*: 

in which / is used for brevity for Q and H. 
By substituting these finite-difference approximations into 

equations (13) and (14), the following equations are obtained 
for the predicted values of ft and H:: 

ft = ft-At\4- — (x+//; -\-H- ) 
v 2 a 

Q? = Qi-At\ 
1 gA 

2 a 
(X+ H+-\- H;) 

and 
1 

+ ^ - ( X + Qx
++X" Q;)+RQHQi\] (17) 

+ ^-(X+ft++X-<2-)+7?Qi'lQil] (25) 

and 

H*=Hj-At[-^-(\+ HI +X- H~) 
+-rir ( X + e*+-x- Q7)\ 

Part 2: 

+^r4r^+ G;-X- on). 

Corrector Part 

ft 

2 gA 

ft-ll-i 
Ax 

•2fi' + 3/?+i-f?+2 
Ax 

1 gA 

(18) 

(19) 

(20) 

/ ; = 

/,-=-

2 y?-3/1-1+^-2 

Ax 

Ax 

(26) 

(27) 

(28) 

By using these finite-difference approximations, the predicted 
values of time derivations Q* and H* are determined from 
equations (13) and (14). 

Corrector Part 

+ 4 ~ <X+Q*+ + x ~ e * ) + R Q*'2*']) 

4. J i J i— 1 

(21) 

f t 

f~x = 

Ax 

fi+\ ~fi 
Ax 

(29) 

(30) 
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By using these finite-difference approximations and using Q 
for Q in equations (13) and (14), H, and Q, are computed. 
Then, 

G,+i==G/+_LA/(e,*+e /) 

Hj+1=H>j+ At(H* + Ht) 

(31) 

(32) 

. Boundary Conditions. The above equations are for the in­
terior nodes only. They cannot be used at the boundaries since 
the grid points are on only one side of the boundary (Fig. 3). 
In addition, specified conditions imposed by the boundary 
have to be taken into consideration. Thus, proper care has to 
be taken so that the boundary conditions are neither under-
specified nor over-specified. 

MacCormack has shown by heuristic argument that even if 
the accuracy of the boundary condition is an order less than 
that of the scheme used at the interior nodes, the overall ac­
curacy of the solution is not adversely affected. Hyman [8] 
recommends that the boundary conditions be handled with ut­
most care since errors introduced at the boundaries will be car­
ried unabated throughout the system independent of the ac­
curacy of the scheme used at the interior grid points and of the 
size of the computational mesh. 

Boundary conditions may be included in the analysis by 
using the characteristic equations or by extrapolating fluxes 
beyond the boundaries and then using the extrapolated values 
in the difference scheme being used at the interior points. Both 
of these procedures are discussed in the following paragraphs. 

Characteristics Equations. The characteristic equations, 
equations (11) and (12), may be used at the boundaries in con­
junction with the conditions imposed by the boundary. Let us 
illustrate the procedure by discussing the boundary condition 
for a constant-level reservoir at the upstream end, i.e., at x = 
0 or / = 1. 

Since//] = constant, H, = 0 at Section 1. Hence, it follows 
from equation (12) that: 

Q,=-^-\-H--\-Q--RQ\Q\. (33) 

The partial derivatives H* and Q~ may be determined using 
the same finite-difference aproximations as for the interior 

points. Now, Q\+i may be determined from this equation by 
using a forward finite-difference approximation. 

Similarly, if the variation of flows were specified at the 
lower end, then the downstream boundary conditions may be 
written using equation (11). 

Extrapolation Procedures. Let us illustrate the extrapola­
tion procedure by considering the following scaler equation. 

U,+fx = Q. (34) 

In alternative 1 of the MacCormack method, we cannot 
write forward finite-difference at the downstream boundary (/ 
= n + 1) during the predictor part since there is no computa­
tional node downstream of the boundary. Similarly, we can­
not write the backward finite-difference approximation at the 
upstream boundary (i = 1) during the corrector part. 

However, we may assume fictitious grid points (Fig. 3) 
beyond the boundaries, i.e., i = n + 2 downstream of the 
downstream boundary and / = 0 upstream of the upstream 
boundary. The flux/at these fictitious points (/ = 0 and / = n 
+ 2) may be extrapolated by using the following equations: 

/ n + 2 = 2 ^ 1 + 1 - ^ , (35) 

f0 = 2fi-J{. (36) 

Now we may use forward differences at n + 1 during the 
predictor part and the backward finite difference at i = 1 dur­
ing the corrector part of the calculations. 

General Remarks. For each time step, higher-order methods 
require more computational effort than that required for a 
first-order method. However, the same accuracy is obtained 
by a higher-order method using fewer computational nodes 
than that required by a first-order method. This advantage 
becomes especially attractive in the analysis of multi­
dimensional flows due to reduced computer time as well as 
storage requirements. 

The derivatives of the flux function/, in a hyperbolic system 
determines the phase velocities. Phase or dispersion errors, 
and damping or dissipative erros are introduced due to errors 
in approximating/and its derivatives. Hyman [8] has shown 
that when the initial conditions consist of a single frequency, 
then the phase error introduced by the finite-difference ap­
proximation will be the same using second, fourth and sixth-
order differences if the number of computational nodes, N, 
satisfy 
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Fig. 5 Characteristic method: comparison of exact and numerical 

solution 
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Fig. 6 MacCormack method: comparison of exact and numerical 

solution 
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Fig. 7 Gabutti scheme: comparison of exact and numerical solution 

N,=0.36Nl-- • 0A2NI (37) 

in which the subscripts refer to the order of the method. For 
example, if a second-order method gives an accuracy with N 
= 32, then the same accuracy could be obtained by having N 
= 10 in a fourth-order method and N = 7 in a sixth-order 
method. Another advantage of the higher-order methods is 
that they reproduce better and sharper discontinuities in the 
solution. 

Results 
The piping system shown in Fig. 4 was analyzed using the 

above numerical schemes. In this system, pipe length, L = 
5000 m, wave speed, a = 1000 m/s, pipe cross-sectional area, 
A = 1 m2, initial steady-state flow = 0.981 m3/s and H0 = 
400 m. The transient conditions were produced by instan­
taneously closing the downstream valve at t = 0. This instan­
taneous closure produces a 100-m high wave which travels in 
the upstream direction. If the system is assumed frictionless 

(i.e., / = 0), then this wave propagates to the reservoir, is 
reflected as a 100-m high negative wave and travels to the 
valve where it is reflected again. 

In order to compare the computed results with the exact 
solution, the system was assumed frictionless. Computations 
were done using Courant number equal to 0.5, 0.8 and 1.0. 
Boundary conditions, developed by solving the characteristic 
equations simultaneously with the conditions imposed by the 
boundary and using first-order finite-difference approxima­
tions were used. At the nodes adjacent to the boundary, first-
order, one-sided finite differences were used whenever three 
points were not available in the Lambda and Gabutti schemes. 

Figures 5-8 show the computed results using each of the 
above schemes and the first-order characteristic method. With 
Cn = 1.0 the Lambda scheme produced unacceptable post-
shock oscillations and became unstable; while the Gabutti, 
MacCormack, and first-order characteristic methods 
produced exact results. There was some smearing of the shock 
in the MacCormack Method after the shock was reflected at 
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Fig. 8 Lambda scheme: comparison of exact and numerical solution 
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Fig. 9 L1 and L2 errors 

the reservior. However, for Cn < 1.0, the shock is smeared 
and it propagates at a faster speed for the first-order method. 
With the second-order methods, the smearing of the shock is 
reduced although there are post-shock oscillations in the 
solution. 

To compare the accuracy of the above schemes, Lt and L2 

errors at time t = 2.5 and 5 seconds were computed using Cn 

= 1.0, 0.8 and 0.5 and using several values of N. The expres­
sion for L) and L2 are: 

1 N 

N i = i 

N 

comp/ -'-'exac/ 

-NV1{
H« -H„ ,r 

corn-
exact 

where N = number of computational nodes, Hcom 

puted piezometric head at node / and //exac. 
piezometric head at node /. To conserve space only the results 
at t = 2.5 seconds for Cn = 0.8 are presented in Fig. 9. With 
Cn = 1.0, L, and L2 were both zero for the first-order method 
as well as for the MacCormack and Gabutti schemes presented 
above. However, for Cn < 1.0, L2 error in the second-order 
methods in much smaller than that in the first-order method. 
In other words, the number of computational nodes required 
to achieve a specified accuracy is considerably reduced for the 
second-order methods. For example, in order to keep L2 error 
< 100 and using Cn = 0.8, the number of computational 
nodes will have to be at least 52 in the first-order characteristic 
method, 39 in the Gabutti scheme and 35 in the MacCormack 
method (see Fig. 9). However, if Cn = 0.5, then the minimum 
number of nodes required for the same L2 error will be 136 in 
the characteristic method, 60 in the Gabutti scheme, and 95 in 
the MacCormack method. 

To compare the computer time required by the above 
numerical methods, the piping system of Fig. 4 was analyzed 
from t = 0 to time t = 5 s using Cn = 0.8. The number of 
computational nodes (selected to give L2 error = 100) were as 
follows: characteristic method = 52; Gabutti scheme = 39; 
and MacCormack method = 35. The computer time required 
on a DEC-10 computer was the lowest for the MacCormack 
method. The characteristic method, and Gabutti scheme took 
180 and 168 percent of the time required by the MacCormack 
method. 

Summary and Conclusions 

With Courant number equal to unity, there is little advan­
tage in using the second-order accurate methods over the first-
order methods for waterhammer analysis. For Cn < 1.0, 

528/Vol. 107, DECEMBER 1985 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



however, the number of computational nodes required to 
achieve a given accuracy is reduced with the second-order ac­
curate methods as compared to the first-order methods. This 
results in savings in the computer time and computer storage 
for the analysis of large piping systems. In addition, the 
second-order methods are superior for the resolution of 
shocks. 
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Stable Floating Drops of Liquid 
There are few reported situations in which a drop of liquid will remain intact in am­
bient conditions for an indefinite period of time. The paper describes a situation 
where this happens. The phenomenon was noticed during experiments concerned 
with the development of a novel rotational speed sensor. It proved to be a substan­
tial rather than a passing occurrence. 

Introduction 

It is rare that a drop of liquid will remain intact and in 
equilibrium in ambient conditions for an indefinite period of 
time, especially if it is dropped onto a surface of the same li­
quid. In this latter circumstance, it is reasonable to assume 
that the drop would rapidly disperse in the host liquid, even if 
the surface of that liquid was moving. 

While developing a novel rotational speed sensor using an 
annulus of mineral oil rotating about a horizontal axis, the 
formation on the free inner surface of the oil of what appeared 
to be a stationary drop of oil of considerable size was noticed. 

Figure 1 illustrates the physical circumstances. One end of 
the 185-mm diameter horizontal drum is solid and the other 
open except for a 10 mm-deep rim. The oil is shown lying in 
the bottom of the drum. When the drum is rotated (500-2000 
rpm were used) the oil forms an annulus rotating with the 
drum. If a drop of the same oil is forced out of a syringe to fall 
onto the rotating liquid surface it will, for a wide range of 
speed of rotation of the drum, remain intact and proceed to a 
particular position on the surface of the host liquid. 

It was thought at first that the drop rolled on the surface of 
the rotating liquid in the manner of a single ball rolling on the 
rotating outer race of a ball bearing. Further experiments with 
various speeds of rotation of the drum, various heights of the 
syringe, visuality-enhancing inclusions in the drop, and 
various liquids, led to a more complete appreciation of the 
phenomenon. 

Characteristics 

Figure 2 shows a photograph of a stable drop of diameter 
approximately 2.5 mm on the surface of the moving host li­
quid. Typically, the drops were around this size. The dark 
background is the host liquid. The dark image is a reflection. 
Figure 3 shows one drop at four different drum speeds. The 
higher the speed of rotation of the drum, the higher the drop's 
equilibrium position on the rotating surface of liquid. It can 
be seen that the drop is not spherical. It is elongated, more in 
the shape of a jelly bean. Figure 4 shows a stable drop when 
the drum speed is high. Its shape is more like one popular con­
ception of a flying saucer, with a flattened and concave 
bottom. 

Observations over a period of experimentation include: 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, September 10, 1984. 

• The drops could be released from the syringe from a 
range of heights above the surface of the host fluid, and from 
a variety of positions around the periphery of the liquid an­
nulus. After falling onto the moving surface the drop moves 
toward an equilibrium position. If the drum speed is such that 
a drop would remain intact, the drop's equilibrium position 
on the rotating surface is unique and repeatable. 

• The floating drop is not spherical. The larger the drop the 
more the distortion. The higher the drum speed the more the 
distortion. 

• The stable positions lie in one quadrant in the lower half 
of the rotating drum and oil annulus. Viewing Fig. 1 from the 
left and for clockwise rotation of the drum, it is the third 
clockwise quadrant. 

• If the drum speed is high enough, the drop will move 
towards the horizontal diameter and will jump off the host 
liquid's surface and fall back on the host liquid at a lower 
point. If the fall is violent enough the drop will break into 
several smaller drops, or will disperse in the host liquid. 

• A stable drop will maintain itself and its position in­
definitely while the drum speed is maintained. 

• A stable drop does not necessarily rotate on the moving 
surface of the host liquid. In fact it may have positive, 
negative, or zero rotation depending on the specific cir­
cumstances. If it has rotation, the magnitude of rotation is 
small relative to the surface speed of the host liquid. 

9 For a particular drum speed, a large drop assumes a lower 
equilibrium position than does a small drop. 

• A very large drop is likely to become so elongated that it 
spontaneously breaks into two droplets which float apart but 
in unison. 

• The basic experiments were conducted with Shell Tellus 
46 hydraulic fluid. Stable drops were also formed with heavy 
oil, kerosene, and water. Floating drops of one liquid were 
formed on a different host liquid. Floating drops were formed 
on a dry rotating drum, i.e., when no host liquid was present. 

9 It is not necessary to initiate drops from a syringe. A pen­
cil inserted in the rotating host liquid is effective. 

• A number of drops can float on the rotating annulus at 
one time, and remain indefinitely. 

9 There is a lower threshold speed of rotation below which 
drops falling onto the moving liquid surface will simply 
disperse in the host liquid. There is a higher threshold speed 
beyond which the drop becomes unstable and jumps off the 
surface, as mentioned previously. 
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Fig. 1 The experimental rig

Fig. 2 A stable floating drop

• In circumstances in which a drop will go to a stable posi­
tion there is no mass transfer between the drop and the host
liquid.

Literature

A search of the literature showed interest in the possibility
that long-lasting drops of liquids could develop. Writing in the
Scientific American in 1978, Walker [1] traces a brief history
of the observance and study of water drops which float tem­
porarily on water surfaces under certain conditions. Osborne
Reynolds is noted as having written in 1881 "On the Floating
of Drops on the Surface of Water Depending Only on the
Purity of the Surface," in which he concluded that floating
drops are rare because impurities on water surfaces somehow
destroy the floating mechanism. It seems that Reynolds con­
sidered surface tension to be the main mechanism of floating.

Walker considers that though it has been aiscussed for
nearlY acentury, the final word on the mechanism of transient
floating has not been reached. It has been shown that the addi-

Journal of Fluids Engineering

Fig. 3 The effect of drum speed on a drop's equilibrium position

tion of detergent to the water can cause the lifetime of a
floating drop to increase from about one second to "several
seconds, perhaps tens of seconds." It had been observed also

DECEMBER 1985, Vol. 107/531
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Fig. 4 Distortion of the stable drop at higher drum speeds

Fig. 5 Trapped·air mechanism for temporarily floating drop

that the lifetime could be increased to minutes by vibrating the
water container in such a way that standing waves are set up
on the surface of the host water.

Walker also refers to suggestions that the temporary
floating mechanism might be due to electrical repulsion
between the bottom of the floating drop and the host liquid
beneath it. The Leidenfrost effect is also mentioned, though
its basis of vapour layer support of droplets is rational only
for droplets forming on superheated host liquid surfaces. In a
recent article Walker [5} describes the placing of drops of
various liquids onto a surface of water. The work was con­
cerned with the chemistry of solubility. Walker states that
drops of insoluble liquids, such as parafin oil, placed on a
water surface remain intact.

The support mechanism usually proposed for the situations
studied by Walker and his predecessors [2-4} is illustrated in
Fig. 5. Air trapped between the drop and the host fluid gives
temporary support of the drop.

Proposed Mechanism

Because ofthelong:term stability of the drop in the present
observations and the lack of need for impurities to be present
in the drop or host liquids for the phenomenon to occur, the
previously proposed mechanisms for floating are irrelevant.
Figure 6 shows the mechanism believed to govern the present
case.

It is considered that when dropped onto the moving surface
of the host fluid, the drop does not penetrate the air boun­
dary layer associated with the moving. surface. The air
boundary layer drags the drop with it to a point where the
forces acting on the drop are in equilibrium, with a flow pate

532/VoI.107, DECEMBER 1985

Lift

Fig. 6 Equilibrium force system for sfable f10aflng drop

tern somethinglike that illustrated in Fig. 6.The gravitational
force on the drop is balanced by a combination of upward
drag force and aerodynamic lift force due to quasi sta.gnation
of air below the drop (this induces the bottom flattening Of the
drop). The drop has moved away from the host liquid surface
sufficiently that any lateral forces on it due to air flows around
it sum to zero. Whether or not the drop rotates clockwise,
anti-clockwise, or is stationary depends on the net effect of the
drag forces due to the boundary layer air flowing around it.

The importance of the air boundary layer on the stability of
the phenomenon can be demonstrated by deliberately in­
troducing a disturbance to the boundary layer flow. If an ob­
ject such as a pencil is placed upstream of a stable drop so that
it disturbs the air immediately in front of the drop without
disturbing the surface of the annulus, the drop moves
downwards and either adheres to the object or disperses into
the host liquid. Similarly, an object introduced alongside a
drop deflects the drop axially away from the object.

Conclusions

It is possible that the floating drop phenomenon plays a part
or is present in some common situations. For example, in the
break down of oil films in some high-speed bearings could
there be local and temporary development of drops rather
than the required continuous film? The formation and
transportation of droplets during spraying is another possible
area of interest.
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The work could be further developed to seek a more de­
tailed general theory allowing prediction of whether or not 
drops might form in particular circumstances, and if so their 
size, shape, location, speed of rotation, and the thickness of 
the air film separating drop from host fluid. 
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Unsteady Flow in a Porous Medium Between Two In­
finite Parallel Plates in Relative Motion 

V. M. Soundalgekar1, H. S. Takhar,2 and M. Singh3 

An approximate solution to the unsteady flow of a viscous in­
compressible fluid through a porous medium bounded by two 
infinite parallel plates, the lower one stationary and the upper 
one oscillating in its own plane, is presented here. Expressions 
for the transient velocity, the amplitude, the phase angle a and 
the skin-friction are derived and numerically calculated. It is 
observed that the amplitude increases with increasing a, the 
permeability parameter, and co, the frequency. Also, there is 
always a phase lead, and the phase angle a decreases with in­
creasing a. 

1 Introduction 
Unsteady flows are of importance from the practical point 

of view. The effects of free-stream oscillations on the flow of 
an incompressible viscous fluid were studied by Lighthill [1], 
Stuart [2], Soundalgekar [3] for the horizontal flat plate. By 
assuming the unsteady flow to be superimposed on the mean 
steady flow, the equations were linearized and approximate 
solutions were derived. In all these problems, the external flow 
was assumed to be oscillating about a nonzero constant mean. 
This is the generalization of the Stokes' second problem where 
the flow is due to a plate oscillating in its own plane and 
without any mean steady flow. Stokes' second problem is 
discussed in Schlichting [4]. When the plate is moving and also 
oscillating in its own plane, the problem becomes interesting 
from the point of view of industrial applications. Ishigaki [5] 
studied the flow of a viscous fluid between two infinite parallel 
plates, one of which was stationary and the other was moving 
and oscillating in its own plane. Approximate solutions were 
derived for the vleocity field. 

Now, if the medium between two such parallel plates is a 
porous medium and the flow of viscous fluid exists through 
this porous medium, what is the effect of the oscillation of the 
plate on the motion of the fluid? Such a phenomenon has not 
been studied in the literature. It is now proposed to study this 
physical phenomenon here. In Section 2, the mathematical 
analysis is presented and in Section 3, the conclusions are set 
out. 
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2 Mathematical Analysis 
Consider the porous medium bounded by two infinite 

parallel plates, the lower one is stationary and the upper one is 
moving steadily and oscillating in its own plane. Then neg­
lecting the compressibility effects of the fluid, the flow in a 
porous medium is governed by the following equations: 

div V=0 (1) 

p—-=-gxadp + ^V2V--^-V (2) 
Ot K 

Here p denotes the pressure, p the density of the fluid, JX the 
viscosity of the fluid, K the permeability of the porous 
medium, Fthe velocity vector and all the quantities have their 
usual meaning. In equation (2), the terms representing the in­
ertia effects are neglected because of very slow motion in the 
porous medium. We can show that equations (1) and (2) 
reduce to the following: 

du' dU'(t') d2u' a 

dt' * dt' " dy'2 

where V(u', 0, 0) is the velocity vector, t' the time and y' is 
the normal coordinate. Also the origin is chosen on the lower 
plate and x'-axis taken along the lower plate in the direction 
of the flow. The motion of the upper plate is assumed to be 
U'(t')= £/0(l - fee '" ' ) where U0 is the mean of the unsteady 
velocity, co' the frequency of the oscillation and e < l is the 
amplitude assumed to be very small. If the upper plate is 
assumed to be situated at a distance L from the lower sta­
tionary plate, then the boundary conditions are 

u'=0aty'=0, u' = U'(t') = U0(l+eeiu'1') dXy' =h. (4) 

Introducing the following nondimensional quantities 

u = u'/U0,y=y'/h, U=U'/U0, t = t'v/h2 

a2 = h2/a, ai = G)'h2/v 

in equations (3) and (4), we have 

(5) 

du dU d2u 
- + a2{U-u) (6) 

dt dt dy2 

and the boundary conditions are 

w(0) = 0, « ( l ) = l + ee ,w. (7) 

We now assume that the unsteady flow is superimposed on 
the mean steady flow. Then we can represent the plate and the 
fluid velocity as 

U(t) = 1 + — (e'w + e- /u ') 

"(0 = /oO0 + ^ - Ui(y)eia'+f\(y)e-

(8) 

(9) 

Here the bar denotes a complex conjugate. In equation (9), we 
neglect the coefficients of e2 as these terms are very small in 
magnitude because e < 1. Substituting equations (8) and (9) in 
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equations (6) and (7), equating the harmonic and the non-
harmonic terms, we have 

IS ~ °2fo=-°2 

/o(0) = 0 , / 0 ( l ) = l 

/ i(0) = 0 , / , ( l ) = l . 

The solutions of the systems of equations (10) and (11) are as 
follows: 

(10) 

(11) 

/oOO 

/iO0 

1 - coshoy + cothasinhcry 

1 — coshff iy + cotho-j sinho-1_y 

(12) 

(13) 

where 

fff = <r + iw. 

The velocity field is now represented by 

u = 1 - coshoy + cothasinhoy 

+ ee'w (1 - coshff^ + cothu, s i n h a , / ) . (14) 

In terms of the fluctuating par ts , we can express equation (14) 
as 

u = 1 - coshoy + cotha'sinhcry + ee ' w (M r + iM,) (15) 

where Mr + iMt = coefficient of ee'°" in equation (14). The real 
part of (15) now gives the transient velocity as 

u = 1 - coshoy + cothasinhoy - eM,. (16) 

The numerical values of u are calculated from equation (16) 
and these are plotted in Fig. 1 for different values of 
permeability parameter a. We observe from this figure that an 
increase in a leads to an increase in the transient velocity. But a 
increases when the permeability K decreases. It is also physical­
ly possible because when the permeability of the porous 
medium decreases the resistance to the motion of the fluid in 
the porous medium decreases and this causes the transient 
velocity to increase. However, the transient velocity is not af-

co: 

a 

0.2 
0.4 
2.0 

o 

0.2 
0.4 
0.2 

10 

3.1792 
3.1808 
3.3064 

0.9960 
0.9841 
0.6770 

15 
151 

3.8509 
3.8520 
3.9387 

tan a 

0.9973 
0.9894 
0.7683 

20 

4.4563 
4.4566 
4.5091 

0.9980 
0.9920 
0.8198 

fected appreciably by the frequency LO because the influence of 
the frequency on the transient velocity is resisted by the porous 
medium. Hence the effects of u> are not shown on the figure. 

From the velocity field, we now study the skin-friction. It is 
given in nondimensional form as 

-4-r-l (17) 

R dy b>=o 

where T = r ' / p C / 0
2 and R = pU0h//j,. 

Here R is the Reynolds number . From (14 and (17)), we get 1 

~R 
•(a tanhd+ee'^ 'aj tanho-,) 

and in terms of the amplitude and phase, we can write (18) as 

1 

R 
-[olanhff + e IBI cos(co? + a)] (19) 

where 

and tan a = B,/Br. 

We have calculated the numerical values of the amplitude IB I 
and the phase angle a and their values are entered in Table 1. 
We observe from this table that the amplitude \B\ increases 
with increasing w and a. Physically, this is possible because 
when the permeability of the porous medium decreases, the 
resistance by the porous medium also decreases and hence 
there is a rise in the value of 151. But the phase angle a 
decreases with increasing a. However, there is always a phase-
lead for all values of a and u>. 

3 Conclusions 

1. An increase in the permeability parameter a leads to an 
increase in the transient velocity 

2. An increase in a or co leads to an increase in the 
amplitude of the skin-friction. 

3. There is always a phase-lead, the phase angle a being 
found to decrease with increasing a. 
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